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Abstract

The 1995 Kit Fox dense gas "eld data set consists of 52 trials where short-duration CO
�
gas releases were made at

ground level over a rough surface during neutral to stable conditions. The experiments were intended to demonstrate the
e!ects on dense gas clouds of relatively large roughnesses typical of industrial process plants. Fast response concentration
observations were made by 80 samplers located on four downwind lines (25, 50, 100, and 225m), including pro"le
observations on three towers on each of the closest three arcs. Detailed meteorological measurements were made on
several towers within and outside of the roughness arrays. The data analysis emphasized the variation of maximum
concentration with surface roughness, the dependence of cloud advection speed on cloud depth, the variation of the three
components of dispersion with ambient turbulence, and the dependence of vertical entrainment rate on ambient friction
velocity and cloud Richardson number. The Kit Fox data were used to evaluate a speci"c dense gas dispersion model
(HEGADAS 3#), with emphasis on whether it would be able to account for the increased roughness. The model was
able to satisfactorily simulate the observed concentrations, with a mean bias of about 5% and with about 90% of the
predictions within a factor of two of the observations. � 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction and objectives

The Kit Fox dense gas "eld experiment was part of the
Petroleum Environmental Research Forum (PERF) 93-
16 atmospheric dispersion modeling study which has
been discussed in the previous six papers in this special
issue. Hanna and Steinberg (2001) give an overview of the
study. The Kit Fox experiment was carried out in late
summer 1995 at the US Department of Energy (DOE)
Nevada Test Site. Dense gas (CO

�
, with density about

1.5 times that of air) was released at ground level for
2}5min periods (continuous `plumesa) and for 20 s

periods (short-duration transient `pu!sa), including both
neutral and stable conditions. The desert surface, a dry
lake bed known as Frenchman Flat, was arti"cially
roughened using combinations of #at billboard obstacles
in order to simulate the roughness of an industrial site
and its surroundings at about 1/10 scale.
Until the Kit Fox "eld experiment took place, most
"eld and wind tunnel studies of dense gas dispersion
involved idealized experiments in which the source emis-
sions were either continuous or instantaneous (i.e., not
transient), the underlying surface was relatively smooth,
and the ambient stability was nearly neutral. In contrast,
accidental releases are likely to involve time-variable
source emissions over rough surfaces including obstacles
such as buildings, tanks, and pipes, typical of an indus-
trial facility, and can occur during any type of meteoro-
logical scenario. Evaluations of commonly used dense
gas dispersion models with limited existing "eld and
wind tunnel data suggest that they are biased (by as much
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Fig. 1. Plot plan of the Kit Fox site showing the locations of the
meteorological towers, the concentration monitoring arcs, the
source, the ERP array, and the URA array. The EPA meteoro-
logical tower is o! the "gure at a location given by Down-
range"!102m and Crossrange"!177m. The "gure is
adapted from WRI (1998).

as a factor of two to four) for transient releases (Hanna
et al., 1993; Hanna and Chang, 1995).
The comprehensive PERF 93-16 atmospheric disper-

sion modeling study also included wind tunnel experi-
ments (see Briggs et al., 2001). The overall PERF 93-16
data analysis and model development activities have
been designed to improve our knowledge of six primary
technical issues: the rate of vertical entrainment into
dense gas clouds, the along-wind dispersion coe$cient
�
�
, the cloud advection speed u

�
, the e!ects of surface

roughness z
�
, the e!ects of atmospheric stability, and

the e!ects of obstacles.
Because a key parameter in the modeling of all of these

technical components is the ambient atmospheric bound-
ary layer friction velocity, u*, the Kit Fox experiments
and the wind tunnel experiments placed a priority on the
accurate determination of u*. As an example of the
importance of u*, the entrainment of ambient air into
ground-based dense gas clouds is parameterized by as-
suming that the vertical entrainment velocity, w

�
, is pro-

portional to the ambient friction velocity, u*, and is a
function of the cloud Richardson number, Ri*:

RiH"g(�
�
!�

�
)h/�

�
uH�, (1)

where g is the acceleration of gravity, h is the local cloud
depth, �

�
is local cloud density, and �

�
is ambient density.

Briggs et al. (2001) analyzed data from three wind tunnels
and found that, for Ri* up to 20, the observations showed
reasonable agreement with the following relation:

w
�
"0.65uH/(1.0#0.2RiH). (2)

This revised entrainment equation was substituted for
the existing entrainment equation in a widely used dense
gas dispersion model (HEGADAS,Witlox, 1994) and the
revised and existing entrainment options evaluated with
the Kit Fox "eld observations.
Besides the entrainment equation, other algorithms in

dense gas dispersion models make use of u*. For
example, the cloud advective speed, u

�
, and the along-

wind dispersion coe$cient, �
�
, are each proportional to

u*. Because u* can be determined from an observation of
the wind speed near the ground and from an estimate of
the surface roughness length, z

�
, it is therefore important

to be able to estimate z
�
and the e!ects of variations in

z
�
. The Kit Fox experiments allowed testing of the model

parameterizations over two di!erent sets of surface
roughness elements, with z

�
varying by an order of mag-

nitude.
The following sections describe the Kit Fox "eld ex-

periment, present the results of analysis of some of the
observations, and suggest whether existing algorithms in
dense gas dispersion models agree with these observa-
tions.
A speci"c dense gas dispersion model, HEGADAS,

described byWitlox (1994) and Post (1994) was evaluated

with the Kit Fox data. In this paper, Version 3.0 of the
model (the so-called `originala model version) is com-
pared with Version 3# (the so-called `reviseda model
version described by Hanna and Chang, 1995), which
contains two primary modi"cations involving the along-
wind dispersion and the cloud advection speed.

2. Kit Fox 5eld experiment design

The Kit Fox dense gas "eld experiment was conducted
in August and September, 1995, at the Frenchman Flat
area of the Nevada Test Site. The "eld operations were
carried out by Desert Research Institute (DRI) andWest-
ern Research Institute (WRI, 1998). Dense gas (CO

�
) was

released from a ground-level 1.5m�1.5m area source.
The entire experimental setup was intended to represent
an industrial site at about 1/10 of full scale, for it was
impractical to carry out the experiment at an actual oil
re"nery or chemical plant, and it would have been pro-
hibitively expensive to construct an arti"cial full-scale
re"nery at the test site. To simulate an oil re"nery
or chemical plant at about 1/10 scale, the #at desert
lake bed at Frenchman Flat had thousands of #at
billboard-shaped roughness elements installed over
a 120m�314m area in order to increase the roughness
to a value that was about 1/10 of the value typical of an
industrial site and its surroundings (see Fig. 1 for a plot
plan of the experiment, showing locations of the rough-
ness elements and the instruments). The roughness ar-
rays, which were constructed of rectangular sections of
plywood placed on the sand perpendicular to the mean
#ow direction, were designed by wind tunnel experiments
(Petersen and Cochran, 1995; Snyder, 1995). The "nal
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design represents the maximum e$ciency in generating
roughness for the least number of plywood obstacles. The
Kit Fox "eld experiment was characterized by the follow-
ing geometric setup, gas release methodology, gas concen-
tration observations, and meteorological observations.

� The taller Equivalent Roughness Pattern (ERP) (2.4m
square plywood billboards) roughness array was in-
stalled on the inner 39m�85m (cross-wind�along-
wind) rectangle, with the dense gas source near the
center. The boundaries of the ERP array are shown by
the solid rectangle in Fig. 1. The roughness elements
were staggered, with 6.1m lateral spacing and 8.1m
along-wind spacing. Observations of wind pro"les
suggested that the roughness length, z

�
, of the ERP

was about 0.12}0.24m.
� The shorter Uniform Roughness Array (URA) (0.2m
high�0.8m wide rectangular plywood billboards)
was installed on the outer 120m�314m (cross-
wind�along-wind) rectangle. The boundaries of the
URA array are shown by the dashed rectangle in
Fig. 1. The URA roughness elements were also stag-
gered, with 2.4m lateral spacing and 2.4m longitudi-
nal spacing. Observations of wind pro"les suggested
that the roughness length, z

�
, of the URA was about

0.01}0.02m.
� Eighty-four fast-response (one reading per second)
concentration monitors were installed on the four
downwind arcs (25, 50, 100, and 225m) shown in Fig.
1. Some concentration monitors were mounted on
5}10m towers, where there were three towers on each
of the 25, 50, and 100m arcs.

� Meteorological instruments (including 10 sonic anem-
ometers) were installed on "ve towers (see Fig. 1) with
heights 24m (EPA), 4.9m (Met1), 8m (Met2), 4.9m
(Met3), and 8m (Met4).

� CO
�
was released from a 1.5m�1.5m area source

near the middle of the ERP, with a nearly constant
emission rate of about 4 kg s�� for 2}5min (continu-
ous `plumesa) and 20 s ("nite duration `pu!a) periods
when the ERP was in place.

� When the ERP was removed (leaving the URA), the
CO

�
release rate was decreased to about 1.6 kg s��.

There were 13 pu! and 6 continuous plume trials in
the ERP experiments, and 21 pu! and 12 continuous
plume trials in the URA experiments.

� Schedule: One week of "eld tests (trials 2}5) took place
with the ERP and the URA roughness obstacles instal-
led. One week of "eld tests (trials 6}8) took place with
only the URA roughness obstacles in place. These two
weeks of experiments comprise the core of the Kit Fox
experiments. One week of the so-called EPA "eld tests
then took place with the URA and ERP roughness
obstacles removed (i.e., #at desert). This paper de-
scribes the PERF Kit Fox experiments (with the ERP
and URA roughness arrays), and a separate EPA

report (Coulombe et al., 1999) describes the EPA #at
desert experiments. Most of the analysis in this paper
concerns the Kit Fox ERP and URA "eld trials, and
the EPA "eld trials are included only in the analysis of
maximum concentrations in Section 3.2.3.

The HEGADAS 3.0 dense gas dispersion model
(Witlox, 1994; Post, 1994) was used to help design the
placement (x, y, and z) of concentration monitors
and meteorological instruments in the Kit Fox "eld ex-
periment. The model predictions were also used to plan
the source release rates, so that the desired dense gas
e!ects (primarily determined by Ri*, as shown by Eqs. (1)
and (2)) could be detected with minimal CO

�
gas releases.

Model predictions of concentrations, cloud height, and
cloud width were generated for a variety of source condi-
tions, meteorological inputs, and surface roughnesses, in
order to plan the calibration ranges for the instruments
and their locations in x, y, and z. The lateral spacings of
the concentration monitors (about 6m on the closest arc
and about 10m on the farthest arc) and their maximum
heights (about 5m on the closest arc and about 10m on
the farthest arc) on the nine towers were expected to
capture the cloud, according to these model calculations.

3. Characteristics of 52 trials available from Kit Fox
experiment

There were 52 independent Kit Fox data trials, with
about 2/3 for `pu!a or `"nite durationa 20 s releases, and
about 1/3 for `continuous plumea 120}450 s releases.
A summary of the major characteristics of each of the 52
tests is given in Table 1, including the time duration, ¹

�
,

of the release, the date and start time (PDT or local
daylight savings time), the source emission rate, Q, the
wind speed, u, at 2m elevation on the EPA tower and on
the Met4 tower, the wind direction, WD, at 2m elevation
on the Met4 tower, and the derived friction velocity, u*,
and Monin}Obukhov length, ¸, from the Met3 or Met4
tower. The locations of the meteorological towers are
shown in Fig. 1. Table 1 also contains comments con-
cerning whether the cloud was observed to be on the edge
of the monitoring arcs or had other distinguishing
characteristics.

3.1. Analysis of meteorological observations

The wind speeds from the EPA tower are listed in
Table 1 because those observations represent conditions
over the #at desert outside of the Kit Fox roughness
arrays. The roughness length, z

�
, of the #at desert is

about 0.0002m, while the roughness length for the ERP
and URA arrays is about 0.12}0.24m and about
0.01}0.02m, respectively. The observations on the Met4
tower are listed and are used in most of the theoretical
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Table 1
Summary of 52 Kit Fox trials, including duration of release (¹

�
), date and start time, source emission rate (Q), wind speed at the 2m level

on the EPA andMet4 towers, wind direction at the 2m level on theMet4 tower, friction velocity (u*) andMonin}Obukhov length (¸) at
the Met4 tower, and comments concerning the location of the observed cloud

Trial ¹
�

(s)
Date Start time

PDT
Q (kg s��) u (m s��)

EPA 2m
u (m s��)
Met4 2m

WD(deg)
Met4 2m

u* (m s��)
Met3 or 4

¸ (m)
Met3 or 4

Comments

2}1 25 24 Aug 18:14:00 4.28 6.90 3.00 217 0.42 140 On L edge
2}6 360 24 Aug 19:35:02 3.89 3.36 2.46 199 0.21 17 On L edge
3}1 20 25 Aug 18:23:40 4.09 5.80 2.07 216 0.4 130
3}2 20 25 Aug 18:35:12 4.30 6.30 2.22 236 0.42 140
3}3 20 25 Aug 18:50:53 3.80 5.90 2.02 232 0.4 130
3}4 20 25 Aug 19:05:48 3.75 3.85 1.55 230 0.31 35
3}5 300 25 Aug 19:10:47 3.99 3.09 1.40 240 0.22 19 On R edge
3}6 20 25 Aug 19:24:24 3.76 2.85 1.06 246 0.21 17
3}7 20 25 Aug 19:28:28 3.65 2.70 1.10 233 0.21 17
4}3 20 26 Aug 19:29:11 3.90 2.41 1.29 214 0.11 4 On L edge
4}4 450 26 Aug 19:33:40 3.89 2.11 0.79 225 0.067 2 Smooth Dist.
5}1 20 28 Aug 19:27:04 4.00 7.10 3.01 225 0.42 140
5}2 20 28 Aug 19:43:45 4.03 5.50 2.27 220 0.42 140
5}3 120 28 Aug 19:50:16 3.92 5.30 2.55 222 0.4 130
5}4 120 28 Aug 19:56:06 3.70 4.60 2.14 224 0.34 80
5}5 20 28 Aug 20:01:11 3.76 4.80 2.08 220 0.37 100
5}6 20 28 Aug 20:18:11 3.74 3.90 1.37 229 0.24 33
5}7 20 28 Aug 20:25:17 3.98 3.05 1.44 234 0.21 17
5}8 180 28 Aug 20:29:11 3.77 2.71 1.26 241 0.17 8 On R edge
6}1 20 29 Aug 18:30:18 1.28 5.80 4.16 227 0.32 80
6}2 20 29 Aug 18:35:31 1.65 5.90 3.69 211 0.34 80
6}3 20 29 Aug 18:38:06 1.71 4.50 3.44 230 0.29 50
6}4 120 29 Aug 18:43:45 1.76 5.80 3.86 235 0.34 80
6}5 120 29 Aug 18:59:37 1.88 3.88 3.05 233 0.25 36
6}6 180 29 Aug 19:05:32 2.07 2.83 2.17 234 0.19 19
6}7 20 29 Aug 19:13:07 1.79 2.68 1.86 236 0.13 6
6}8 20 29 Aug 19:16:56 1.64 2.86 1.61 235 0.12 5
6}9 300 29 Aug 19:22:10 1.47 2.33 1.90 238 0.12 5
7}2 140 30 Aug 18:11:51 1.91 4.46 3.80 229 0.31 35
7}3 180 30 Aug 18:25:37 1.65 4.16 3.10 228 0.23 18
7}4 20 30 Aug 18:30:42 1.68 3.20 1.95 234 0.21 14
7}5 180 30 Aug 18:36:15 1.73 3.91 2.75 228 0.21 17
7}6 20 30 Aug 18:54:12 1.49 3.37 2.60 231 0.21 21 Low C Arc 1
7}8 20 30 Aug 19:09:32 1.64 3.26 2.46 222 0.19 8.8
7}9 180 30 Aug 19:12:57 1.72 2.82 2.16 224 0.16 5.9
7}10 20 30 Aug 19:19:08 1.70 2.42 1.98 229 0.13 4.2
7}11 20 30 Aug 19:24:17 1.63 2.55 1.91 234 0.13 6.1
7}12 255 30 Aug 19:27:23 1.54 2.00 1.84 242 0.1 3.4 Merges with 7}13
7}13 20 30 Aug 19:34:08 1.30 1.83 1.29 227 0.08 2.1
7}14 20 30 Aug 19:41:48 1.41 1.81 1.38 246 0.06 1.5 Late at Arc 4
8}1 20 31 Aug 18:22:06 1.11 5.81 4.29 223 0.35 190
8}2 20 31 Aug 18:28:01 1.62 6.20 4.18 239 0.34 76 R edge Arc 4
8}3 20 31 Aug 18:31:54 1.62 5.92 3.55 233 0.34 80
8}4 20 31 Aug 18:46:21 1.65 5.10 3.08 242 0.32 99 R edge Arc 4
8}5 150 31 Aug 18:53:30 1.51 4.64 3.97 238 0.32 68 R edge Arc 4
8}6 20 31 Aug 19:03:40 1.59 4.54 3.45 239 0.27 35
8}7 20 31 Aug 19:07:06 1.76 5.35 3.03 234 0.27 36
8}8 120 31 Aug 19:12:00 1.62 4.72 3.80 236 0.27 39
8}9 20 31 Aug 19:20:06 1.57 3.80 2.54 226 0.24 33
8}10 20 31 Aug 19:34:46 1.58 3.30 2.11 236 0.2 20
8}11 240 31 Aug 19:58:22 1.50 3.24 2.34 241 0.19 19
8}12 20 31 Aug 20:08:02 1.46 2.86 2.37 246 0.18 17 R edge Arc 4
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analyses and for inputs to models because that tower is
located on the concentration monitoring arc 2 (x"50m)
in the middle of the roughness array and in the middle of
the cloud as it is transported downwind. That tower is in
the URA roughness array, 50m downwind of the source
and 15m downwind of the edge of the ERP array (when
the ERP array is in place for trials 2}5). For the ERP/
URA roughness arrays (trials 2}5), the table shows that
the Met4 wind speeds are less than 50% of the EPA
tower wind speeds. For the URA roughness arrays (trials
6}8), the Met4 wind speeds are about 70% of the EPA
tower wind speeds.
The wind speed data from the four Met towers and

form the EPA tower primarily re#ect the local underlying
surface roughness. As Goode and Belcher (1999) state,
when there is an array of alternating heterogeneous sur-
face roughnesses, the wind speeds below a certain `blend-
inga height will re#ect the local surface, whereas the wind
above this `blendinga height will re#ect the integrated
e!ect of the varying surfaces. The `blendinga height is
found to approximately equal about 20% of the width of
the roughness sections, for regular variations in rough-
ness. However, the Kit Fox site consisted of only single
groups of surface roughness types (e.g., the ERP and the
URA), whereas Goode and Belcher (1999) were con-
cerned with areas with alternating roughness areas such
as farm "elds with forested areas between each "eld.
When available, the sonic anemometer observations

on the Met3 or Met4 tower are used for estimating
u* and ¸ in Table 1, where u*"�

�
/1.3 and w�¹�"

0.2�
�
�
�
. Then ¸"(uH�/0.4)/((g/¹)w�¹�)"(��

�
/0.136)/

((g/¹)�
�
). For URA trials 7 and 8, u* and ¸ estimates are

based on observations on the Met3 tower (no sonic
anemometer data are available for the Met4 tower).
Because no sonic anemometer data are available from
either the Met3 or Met4 tower in trial 6, the estimates of
u* and ¸ for trial 6 are based on extrapolations from the
observations on theMet1 tower using empirical relations
found between the data from the Met1 and Met3 towers
for trials 7 and 8. For the ERP trials, where no sonic
anemometer data were available from the Met3 and
Met4 towers, u* and ¸ are based on extrapolations from
the observations on the Met1 tower (the mean wind
pro"le observations from the Met1 and Met3 towers
suggest that u*(Met4)/u*(Met1)"1.75).
An alternate way to estimate u* and ¸ is to attempt to
"t observed vertical pro"les of wind speed and temper-
ature on the same tower using least-squares regression
procedures and standard log-linear pro"le formulas. The
surface roughness lengths, z

�
, listed above were assumed

to equal the values determined by a comprehensive anal-
ysis of all pro"les at the site. The u* and ¸ values derived
from the sonic anemometers were checked against the
values derived from the pro"les in order to determine if
there was any bias. It was found that the mean bias was
small although the scatter was about a factor of two.

It is important to note that the assumption is being
made that changes of wind speed, heat #ux, turbulence,
and u* within the dense gas cloud do not need to be
accounted for directly. It is assumed that it is su$cient to
know the values of winds, turbulence, u*, and heat #ux in
the ambient air. There is no assurance a priori whether this
assumption will be useful, but it has been made success-
fully in many earlier dense gas "eld studies and modeling
exercises.

3.2. Analysis of dense gas cloud concentration
observations

The 1 s CO
�

concentration observations from the
monitors on the four monitoring arcs (x"25, 50, 100,
and 225m) shown in Fig. 1 were plotted and analyzed for
each of the 52 trials. This exercise was carried out in
order to gain an understanding of the behavior of the
data prior to testing the HEGADAS dense gas dispersion
model. The master data set (WRI, 1998), was used to
generate time-integrated concentrations, C

�
, for each

monitor for each of the 52 trials in Table 1, and to generate
cross-wind-integrated near-ground concentrations, C

�
, for

each monitoring arc for each second of each trial.

3.2.1. Along-wind cloud dimensions
The C

�
time series were used to estimate several key

times that are important to understanding the physics of
dense gas dispersion and developing and evaluating
models. These observations include, for example, the
times (since initial release) at each monitoring arc for
the cloud to arrive, for the cloud to depart, for the
0.5C

����
arrival and departure, for the 0.1C

����
arrival

and departure, for the peak 1 s C
����

, and for the peak
20 s C

����
. Note that C

� ���
is the maximum C

�
observa-

tion for each individual time series. Estimates were made
of the cloud speed, u

�
, which is assumed to equal the arc

distance divided by the travel time to 0.5C
����

. The time
interval between the arrival and departure of 0.5C

� ���
,

known as dt(0.5), and the time interval between the
arrival and departure of 0.1C

����
, known as dt(0.1), were

used to estimate the standard deviation �
�
"

0.212dt(0.5)#0.117dt(0.1), where the constants, 0.212
and 0.117, are valid for a Gaussian distribution. The
along-wind dispersion coe$cient, �

�
, was assumed to

equal u
�
�
�
. The Kit Fox data suggest that �

�
"2u*t,

which agrees with a recent similarity model proposed by
Hanna and Franzese (2000).

3.2.2. Vertical and lateral cloud dimensions
The y}z cross sections of time-integrated concentra-

tions, C
�
, were used to estimate the vertical cloud height,

h(0.5), and the lateral cloud standard deviation, �
�
, for

each test. The vertical cloud height, h(0.5), was estimated
as the height where the concentration, C

�
, decreased to

0.5 times its maximum near-ground-level concentration.
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Table 2
Summary of median observed cloud advection speeds, u

�
, divided by u

����
(2m) and u

	
�
(2m) on the four downwind arcs for the four

classes of release durations and roughness arrays

u
�
/u

����
(2m) u

�
/u

	
�
(2m)

25m 50m 100m 225m 25m 50m 100m 225m

ERP pu! 0.3 0.6 0.8 1.0 0.15 0.25 0.32 0.5
ERP continuous 0.25 0.4 0.6 0.9 0.1 0.16 0.25 0.4
URA pu! 0.3 0.4 0.55 0.75 0.2 0.3 0.35 0.5
URA continuous 0.2 0.3 0.4 0.6 0.15 0.25 0.3 0.4

As was done for �
�
, the lateral �

�
was estimated from

dy(0.1) and dy(0.5), de"ned as the lateral distances be-
tween the points on either edge of the plume where the
concentrations of 0.5C

����
and 0.1C

����
were found.

Then �
�
"0.212dy(0.5)#0.117dy(0.1). If both sides of

the lateral concentration distribution were not fully cap-
tured on the monitoring arc, the observed �

�
was esti-

mated from the data available on one side of the plume.
The cloud h(0.5) and �

�
estimates from each of the 52

trials and the four monitoring arcs have been analyzed in
order to determine if some general conclusions could be
reached. For the clouds being transported over the
0.20m URA roughness elements, the �

�
observations

were found to be several times larger than the h(0.5)
observations, with the largest di!erences (over an order
of magnitude) found to occur for low-wind ambient con-
ditions, as expected for dense gas clouds. The h(0.5)
values at the 25m arc over the URA ranged from 0.7m
for low winds to 1.5m for high winds. Note that the h(0.5)
observations were always 3.5 or more times the height of
the URA obstacles (0.2m). In contrast, the h(0.5) values
over the 2.4m ERP roughness elements at the 25m
monitoring arc were always approximately equal to the
obstacle height (2.4m), or a little higher (3 or 4m). Evi-
dently, the turbulence in the recirculating cavities behind
the ERP obstacles caused the dense gas cloud to be
mixed vertically to approximately the height, H

	
, of the

obstacles. As will be seen later, it is di$cult for current
dense gas models to properly simulate this wake-mixing
phenomenon. Nevertheless, it is clear that the Kit Fox
URA experiments were characterized by cloud heights,
h(0.5), greater than or equal to the obstacle heights.
The cloud height, h(0.5), observations for the ERP

roughness elements suggest very little dependence on
wind speed. The h(0.5) values were observed to equal
about 3, 5.5, and 6.5m on the 25, 50, and 100m down-
wind arcs, respectively. On the other hand, the h(0.5)
observations for the URA roughness elements showed
about a factor of two decrease at all downwind distances
as the wind speed decreases from `higha to `lowa.
The observed lateral cloud standard deviations, �

�
,

approximately doubled or tripled as distance increased

from 25 to 225m. As is the case with h(0.5), there was
more variation of �

�
with wind speed for the URA array

(factor of two or three) than for the ERP array (less than
a factor of two). The variation of �

�
with distance was not

expected to be closely related to the known variation for
passive gas (neutrally buoyant) clouds, since the dense
gas clouds had a larger initial lateral spread due to
gravity e!ects.
The discussions above for the ERP array should also

recognize that only the 25m monitoring arc was within
the ERP (H

	
"2.4m) obstacles. The 50m arc was within

the URA (H
	
"0.2m) obstacles, about 15m downwind

of the boundary between the ERP and the URA. The 100
and 225m arcs were well within the URA. However,
meteorological observations showed that, after leaving
the ERP, the boundary layer took several tens of meters
to readjust to being over the URA. As stated earlier,
studies such as that by Goode and Belcher (1999) provide
criteria for the depth of the layer a!ected by a new
roughness surface as a function of downwind distance.
Typically this internal boundary layer has a slope of
about 20% with downwind distance. As a consequence,
the lateral dispersion observations at the 50, 100,
and 225m arcs were in#uenced by a transient boundary
layer that was responding to both the ERP and URA
roughnesses.

3.2.3. Cloud travel speeds u
�

Cloud travel speeds, u
�
, were estimated for all Kit Fox

trials and arcs. These speeds were assumed to equal
monitoring arc distance divided by time of travel, and
thus represent the average speed over the cloud's travel
from the source to that arc. This de"nition is di!erent
from that used in the software of most models, where u

�
is

de"ned as the local cloud travel speed (at the point where
the concentration measurements are made). However,
this latter local de"nition could not be calculated from
the available observations. It should also be noted that
the u

�
values analyzed in this section were based on the

observed times when the cloud cross-wind-summed con-
centration, C

�
, "rst rose to 50% of its maximum value.

The plots of observed u
�
versus observed wind speed for
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the four monitoring arcs for the four source release
classes (ERP pu!s, ERP continuous plumes, URA pu!s,
and URA continuous plumes) were used to develop the
summary in Table 2, where ratios of u

�
/u(2m) are given

for observations on the Met4 tower (on the 50m arc) and
on the EPA tower (in the #at desert). The cloud was
observed to accelerate, with speeds increasing by about
a factor of three or four, as it moves downwind from the
25m arc to the 225m arc. The increase in cloud travel
speed, u

�
, as distance increased was primarily caused by

the vertical dispersion of the cloud, which brought it
under the in#uence of higher wind speeds at higher levels.
The e!ects of cloud density may also have in#uenced this
variation.
As suggested by Hanna and Chang (1995) and as will

be seen in Section 4, the peak concentrations for the pu!s
were sensitive to the cloud advection speed, u

�
. The faster

the pu! moves, the less time it has to disperse before it
arrives at a given monitoring arc. Thus, for all other
conditions constant, pu! peak concentrations will in-
crease as the pu! advection speed increases, as suggested
by Britter and McQuaid (1988).

3.2.4. Variation of maximum normalized concentrations as
z
�
changes (ERP, URA, and EPA)
The increased turbulence intensity over the ERP and

URA roughness obstacles should have led to increased
turbulent dispersion and hence a tendency towards re-
duced maximum ground-level concentrations from a
given ground-level source release, all conditions being
the same (i.e., constant net radiation and constant free-
stream wind speed). This hypothesis is valid at heights
within the atmospheric boundary layer such that the
boundary layer has adjusted to the combined e!ects of
individual roughness obstacles. The reduction in max-
imum ground-level concentration with an increase in sur-
face roughness length could be clearly seen in the Kit Fox
experiments, which were characterized by cloud heights,
h(0.5), always greater than the obstacle height at the
monitoring arcs. In addition, the data from the EPA #at
desert tests (Coulombe et al., 1999), conducted in the
week following the ERP/URA and URA tests, could
also be used in the analysis. The roughness lengths for
the three sets of trials were about 0.12m for the
ERP/URA trials, 0.01m for the URA trials, and 0.0002m
for the EPA trials. The source emission rate for the EPA
#at desert trials was about 1.5 kg s��, as for the URA.
The source emission rate was about 4 kg s��, for the
ERP/URA trials.
Concentration data were analyzed from the 50, 100,

and 225m arcs, since the 25m arc was not used for the
#at desert EPA trials. The maximum observed nor-
malized concentration, (C/Q)

���
, at the monitors closest

to the ground at a given downwind distance was chosen
from all the trials for each roughness group (i.e.,
ERP/URA, URA, and EPA #at desert) and each release

type (i.e., continuous plume or pu!). For the continuous
plumes, it was appropriate to normalize by the mass
emission rate (Q

	���
, in kg s��), while for the pu!s, it was

appropriate to normalize by the total mass emission (Q
�
�
,

in kg) over the 20 s release period.
For the continuous releases, the maximum normalized

ground-level concentrations, (C/Q
	���

)
���

, for the three
roughnesses occurred during similar meteorological con-
ditions, with light winds of about 2m s��. This result
agrees with our expectations for continuous plumes. For
the pu! releases, the maximum normalized ground-level
concentrations, (C/Q

�
�
)
���

, occurred for wind speeds
averaging 3.2m s�� for the URA trials and 5.5m s�� for
the ERP/URA trials, agreeing with the conclusion of
Britter and McQuaid (1988). However, for the EPA #at
terrain pu! releases, the maximum normalized concen-
tration, (C/Q

�
�
)
���

, occurred for light winds of about
2m s��, suggesting that the cloud density e!ects out-
weighed the dilution time e!ects for the EPA #at terrain
tests. The vertical entrainment rate into a dense gas cloud
is a strong function of ambient turbulence, which was
minimized over the #at terrain.
Much higher maximum normalized ground-level con-

centrations (i.e., (C/Q)
���

) were consistently observed for
the experiments with the smaller surface roughnesses, for
all three monitoring arcs and for both continuous plume
and pu! releases. There was a steady increase in (C/Q)

���
as roughness decreased from ERP(z

�
"0.1 or 0.2m) to

URA (z
�
"0.01 or 0.02m) to #at desert (z

�
"0.0002m).

The presence of the URA roughness obstacles (height
0.2m) caused increased dilutions of about a factor of "ve
when compared with the #at terrain observations. The
presence of the ERP roughness obstacles (height 2.4m)
caused even larger increased dilutions of about a factor of
20 when compared with the #at terrain observations.
These data support a (C/Q)

���
Jz����

�
relation, with the

!1/2 power law consistently found for both pu! and
plume releases. Most of the commonly used dense gas
dispersion models should be able to simulate this e!ect,
since most models require input of surface roughness
length, z

�
, which will result in larger predictions of turbu-

lence intensity and therefore lower predictions of concen-
trations over rougher surfaces.
It should be emphasized that these results, concerning

the e!ects of surface roughness on (C/Q)
���

, are most
valid for clouds with heights, h(0.5), greater than the
obstacle heights, H

	
, and for downwind fetches of at least

10H
	
, over the new roughness surface, thus assuring that

the boundary layer is in equilibrium with the underlying
roughness obstacles. As Macdonald et al. (1997) and
Davidson et al. (1995) have shown, when the obstacles
are closely packed and when h�H

	
, the peak concentra-

tion may not decrease signi"cantly as surface roughness
increases, due to relatively large reductions in wind speed
deep within the roughness obstacles. In these cases, the
maximum concentration may either increase or decrease
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as roughness length increases, depending on which of the
following e!ects is dominant } the increased turbulence
intensity or the decreased wind speed.

4. Evaluations of a dense gas dispersion model
(HEGADAS 3) with Kit Fox data

4.1. Description of evaluation process

As part of the PERF 93-16 atmospheric dispersion
modeling research project (Hanna and Steinberg, 2001),
the Kit Fox "eld data were used to evaluate dense gas
dispersion models. We chose to emphasize the HE-
GADAS 3.0 model (Witlox, 1994; Post, 1994) and the
revised HEGADAS 3# model (Hanna and Chang,
1995), and included sensitivity studies using alternate
algorithms suggested by analysis of the data. Earlier in
the research project, Hanna and Chang (1995) had modi-
"ed HEGADAS 3.0 based on wind tunnel observations
made by Petersen (1992) of short-duration dense gas
clouds which were dispersing, in a neutral ambient
boundary layer, over rough surfaces typical of chemical
plants or re"neries. The wind tunnel observations had
suggested that the HEGADAS 3.0 model was over-
predicting by a factor of four to eight, with the largest
overpredictions for the releases with the shortest dura-
tions. Hanna and Chang (1995) proposed and tested
a revised version of the code, HEGADAS 3#, which
contained modi"cations to two major components: (1)
the along-wind dispersion coe$cient, �

�
, was increased

by a factor of two, and (2) the advection speed, u
�
, of the

cloud was decreased by 30%. The revised HEGADAS
3# model was shown by Hanna and Chang (1995) to
agree well with the Petersen (1992) wind tunnel observa-
tions, and in the current study has been evaluated inde-
pendently with the Kit Fox "eld data.
These evaluations make use of the transient version of

the model, HEGADAS-T (Witlox, 1994). There is also a
steady-state version, HEGADAS-S, which is similar to
HEGADAS-T but has not been the focus of the current
evaluations.
The statistical evaluation methodology is similar to

that used by Hanna et al. (1993). Fundamental perfor-
mance measures include the geometric mean, MG; the
geometric variance, VG; the fractional bias, FB; the nor-
malized mean square error, NMSE, and the fraction of
C

�
within a factor of two of C



, FAC2:

MG"exp (ln(C


/C

�
)), (3)

VG"exp ((ln(C


/C

�
))�), (4)

FB"2(C


!C

�
)/(C

�
#C



), (5)

NMSE"(C


!C

�
)�/C



C

�
, (6)

FAC2"fraction ofC
�
within a factor of twoofC



, (7)

where subscripts o and p indicate observed and predicted
concentrations. The concentration, C, is the maximum
concentration observed or predicted on a given monitor-
ing arc distance. The performance measures MG and FB
both measure relative mean bias, where MG is based on
(lnC) and FB is based on C. Similarly, the performance
measures VG and NMSE both measure relative scatter,
where VG is based on (lnC) and NMSE is based on C.
Comparisons of predicted and observed variables such as
u
�
, h(0.5), �

�
, and �

�
are also made using the above

de"nitions of FB, NMSE, and FAC2, but with the appro-
priate variable (e.g., �

�
) substituted for the concentration

C in Eqs. (5)}(7).
The evaluation methodology also includes plots of

model residual trends (i.e., C
�
/C



versus independent

variables such as x, u, u*, and ¸). Comparisons are also
presented of predicted and observed highest concentra-
tions for each category (e.g., ERP pu!s).
The "rst step in the model evaluation exercise involved

the evaluations of 25 HEGADAS sensitivity runs using
various combinations of possible model inputs and algo-
rithms. The inputs that were tested included the u* and
¸ scaling parameters, the roughness length z

�
, the refer-

ence height for wind observations, the factor increase in
�
�
and u

�
, the vertical entrainment coe$cient, and o!-

site (EPA tower) versus on-site (Met4 tower) winds. Spe-
ci"c choices concerning inputs were based on (1) the
parameterizations in HEGADAS 3.0 and HEGADAS
3#, and (2) alternate parameterizations based on analy-
sis of the Kit Fox concentration and meteorological
observations (e.g., see Section 3). The results of the evalu-
ations of the 25 sensitivity runs were thoroughly dis-
cussed in the project report (Hanna et al., 1999) and were
summarized in a separate paper (Hanna and Chang,
1999). In most cases, only minor sensitivities were found.
For example, the new entrainment equation (2) was
found to not produce a signi"cant improvement over the
old equation. A slight improvement in HEGADAS 3#

performance was found with a version which used `two
roughnessesa. In that version, for the ERP/URA trials,
the model was run separately with z

�
"0.12m (the ERP

value) for the 25 and 50m arcs, and with z
�
"0.035m

(the geometric mean of the ERP and URA z
�
values)

for the 100 and 225m arcs. Consequently, the "nal
evaluations, reported in the next section, are given for
the three model versions denoted as HEGADAS 3#,
HEGADAS 3.0, and HEGADAS 3# (two roughnesses).

4.2. Evaluation results for HEGADAS 3#, HEGADAS 3.0,
and HEGADAS 3# (two roughnesses)

The model evaluation methodology described in the
previous section was used to evaluate the predictions of
the HEGADAS 3#, HEGADAS 3.0, and HEGADAS
3# (two roughnesses) models with the Kit Fox data.
Fig. 2 contains a plot of the overall MG versus VG for
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Fig. 2. Plot of geometric mean (MG) versus geometric variance
(VG) for the Kit Fox data for the three model runs, HEGADAS
3#, HEGADAS 3.0, and HEGADAS 3# (two roughnesses).
A model with MG"VG"1.0 is a perfect model. The vertical
dotted lines at MG"0.5 and 2.0 represent a factor of two
overprediction and underprediction. The lateral bars for each
model represent 95% con"dence intervals onMG. The parabola
represents the minimum VG for each MG due to systematic
bias.

Table 3
Summary of model performance measures for three HEGADAS
model options applied to the Kit Fox data: HEGADAS 3#,
original HEGADAS 3.0, and HEGADAS 3# (two rough-
nesses). MG is the geometric mean, VG is the geometric vari-
ance, FAC2 is the fraction of predictions within a factor of two
of observations, and HIGH C is the highest concentration
observed or predicted. A perfect model has MG"VG"

FAC2"1.0

MG VG FAC2 H I G H
C (ppmv)

Observed 98,700
HEGADAS 3# 1.06 1.19 0.89 76,400
HEGADAS 3.0 0.49 2.00 0.52 652,900
HEGADAS 3#

(two roughnesses)
0.96 1.15 0.92 76,410

the three models for a concentration averaging time of
1 s. The "gure demonstrates that the overall geometric
mean, MG, is close to unity (i.e., mean bias less than
10%) for the HEGADAS 3# model and for the HE-
GADAS 3# (two roughnesses) model, while the MG for
the original HEGADAS 3.0 model is 0.5 (i.e., there is
a factor of two overprediction of the mean concentra-
tions). Note that in this "gure a perfect model would be
represented by a point at MG"VG"1.0. The geomet-
ric variance, VG, is about 1.15 or 1.20 for the HEGADAS
3# model and for the HEGADAS 3# (two rough-
nesses) model (i.e., relative scatter of about 30 or 40%),
while the VG for the original HEGADAS 3.0 model is
about 2 (i.e., relative scatter of about a factor of 2.2). Thus
the points for the HEGADAS 3# model and for the
HEGADAS 3# (two roughnesses) model are very close
in Fig. 2, while the point for the original HEGADAS 3.0
model is an outlier.
Residual plots (i.e., C

�
/C



) plotted versus a variable

such as x or u) were analyzed for the three model ver-
sions. The HEGADAS 3# model showed few major
trends in the residual plots except for a downtrend with
distance, x, for the ERP/URA trials. The trends for the

original HEGADAS 3.0 model closely paralleled those
for the HEGADAS 3# model, except that the HE-
GADAS 3.0 model indicated large overpredictions (by
a factor of 2}4) for the pu! trials. The residual plots for
the HEGADAS 3# (two roughnesses) model were the
same as for the HEGADAS 3# model for the URA
trials. However, for the ERP/URA trials, the residual
plots for the HEGADAS 3# (two roughness) model
indicated that the downward trend with distance had
been removed. This trend disappeared for the HE-
GADAS 3# (two roughnesses) model because a rough-
ness of 0.12m was used for the 25 and 50m arcs, and
a roughness of 0.035m was used for the 100 and 225m
arcs. It is primarily because of this improvement that the
relative scatter, VG, is slightly less in Fig. 2 for the
HEGADAS 3# (two roughnesses) model than for the
HEGADAS 3# model.
Table 3 contains a brief summary of the major results

of the evaluations, including the geometric mean, MG,
the geometric variance, VG, the fraction of predictions
within a factor of two of observations, FAC2, and the
highest concentration (in ppmv) observed and predicted.
The MG and VG values have been plotted in Fig. 2 and
discussed earlier. The FAC2 numbers indicate that 89%
of the HEGADAS 3# model predictions are within
a factor of two of the observations, whereas only 49% of
the HEGADAS 3.0 model predictions satisfy this cri-
terion. The fraction improves slightly for HEGADAS
3# (two roughnesses). The `HIGH Ca column in Table
3 shows that the predictions of the HEGADAS 3#

model versions are close to the observation (about 23%
low), while the prediction of the original HEGADAS 3.0
model is about 6.5 times higher than the observation and
is 65% of pure CO

�
gas.

It can be concluded that the HEGADAS 3# model
is able to satisfactorily simulate the concentrations
observed at the Kit Fox experiments and has better
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performance than the original HEGADAS 3.0 model.
A slight improvement is o!ered in regions with strong
variations in roughness if the HEGADAS 3# model is
run twice } once for receptors in the near-source area
with higher roughness, and once for receptors in the
more distant area with smaller roughness.

4.3. Evaluation results for cloud width, height, and speed

The evaluations of the predictions of the maximum
near-ground concentrations on a given monitoring arc,
described in the previous section, are generally of most
interest. However, it is also important that the model be
able to accurately simulate cloud parameters such as
cloud width and depth and cloud speed. Otherwise, there
may be compensating errors that mask a fundamental
problem with model physics.
Section 3 presented discussions of the observed Kit

Fox cloud widths, �
�
, cloud heights, h(0.5), and cloud

advection speeds, u
�
. The current section summarizes

comparisons of these observations with the HEGADAS
model predictions.
Cloud width �

�
: The HEGADAS 3# model and the

HEGADAS 3# (two roughnesses) model tend to slight-
ly overpredict �

�
by about 20% on average. The amount

of the overprediction is largest, about 65%, for the con-
tinuous plumes in the ERP/URA roughness array. The
HEGADAS 3.0 model overpredicts by a larger amount,
about 40}50% on average.
Cloud height h(0.5): All three model versions under-

predict cloud height, h(0.5), by over a factor of two, on
average. The underprediction is largest, about a factor of
three, for the ERP/URA trials, where it was shown in
Section 3 that the observed cloud height was always
about equal to or larger than the height of the ERP
obstacles, 2.4m. This underprediction tendency was also
found for all dense gas dispersion models evaluated by
Hanna et al. (1993).
Cloud speed u

�
: When all data are considered, the

HEGADAS 3# model and the HEGADAS 3# (two
roughnesses) model do an excellent job of predicting
cloud speed u

�
. However, this excellent performance may

be the result of compensation of a 30% underprediction
for the ERP pu!s by a 30% overprediction for URA
continuous releases. The original HEGADAS 3.0 model
overpredicts cloud speeds by 30}40% on average, but
does quite well for the ERP pu!s.
It is concluded that there may be some compensating

errors occurring in the model, since it is seen to under-
predict the cloud height and slightly overpredict the
cloud width. However, in view of the fact that cloud
heights are underpredicted by factors of two or three, it is
puzzling that the cloud speeds are predicted fairly well.
One would expect cloud speeds to be underpredicted if
cloud heights were underpredicted. There are two rea-
sons why this discrepancy in cloud heights may not have

a major e!ect on the concentration predictions. First, the
`observeda cloud speed is not de"ned the same as the
local cloud speed predicted by the model, but is an
averaged cloud speed over the entire trajectory of the
cloud (observed u

�
is calculated as the downwind dis-

tance divided by the travel time from the source to the
arc). Therefore, the observed cloud speed is expected to
be less than the predicted local cloud speed. Second, the
observed cloud speed is a!ected by the presence of the
ERP and URA obstacles, whereas the model does not
account at all for the #ow in and around the roughness
obstacles. As a result, the observed cloud speed for the
deeper cloud turns out to be about the same as the
predicted cloud speed for the shallower cloud.

5. Conclusions

The Kit Fox dense gas dispersion "eld experiment
produced 52 separate cloud release trials that allow us to
gainmany insights into the physics of dense gas transport
and dispersion over rough surfaces. This paper has de-
scribed the "eld experiment, the highlights of the concen-
tration and meteorology observations and their use in
parameterizing model components, and the evaluation of
the HEGADAS dense gas dispersion model.
As part of the PERF study a revised vertical entrain-

ment formula (Eq. (2)) has been derived from the wind
tunnel experiments described by Briggs et al. (2001). This
revised formula was included in HEGADAS 3# in
a sensitivity run with the Kit Fox data, leading to the
conclusion that the performance of the model was little
changed. The new entrainment formula caused the model
to underpredict slightly due to the 20% larger entrain-
ment assumed for passive (neutral) clouds in Eq. (2). It is
concluded that the original vertical entrainment formula
in HEGADAS, similar to the formula in other widely
used dense gas dispersion models, is performing ad-
equately.
The Kit Fox data suggest that the along-wind disper-

sion coe$cient, �
�
, is two times larger than the value

assumed in the original HEGADAS 3.0 model. This
"nding agrees with Petersen's (1992) wind tunnel data
and with a comprehensive analysis of many "eld data
reported by Hanna and Franzese (2000). Hanna and
Chang (1995) used the Petersen (1992) data to develop
the updated along-wind dispersion formula in the HE-
GADAS 3# model. The Kit Fox model evaluation
exercise veri"es that the along-wind dispersion assump-
tion by Hanna and Chang (1995) is satisfactory, although
the sensitivity studies suggest that the predicted concen-
trations are not very sensitive to the exact form of the
�
�
formulation.
The Kit Fox data verify the revised advective speed, u

�
,

algorithms in the HEGADAS 3#model, which assumes
an advective speed, u

�
, that is 30% smaller than that in
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the original HEGADAS 3.0 model (Hanna and Chang,
1995). The Kit Fox results show that the observed and
predicted u

�
's tended to agree fairly well, with little bias.

This result is important because it is found that the model
predictions of concentration are sensitive to the cloud
advection speed. The Kit Fox observations of u

�
verify

the model expectation that advection speeds will increase
with downwind distance, due to the fact that the cloud
grows vertically.
Because the predicted cloud heights, h(0.5), tended to

be a factor of two or three less than the Kit Fox observed
cloud heights, it had been anticipated that the observed
cloud advection speeds would be underpredicted. How-
ever, since the model does not account for the slowing of
the wind at heights less than the obstacle height (2.4m for
the ERP and 0.2m for the URA), the two e!ects may tend
to cancel, causing good agreement in the resulting advec-
tion speeds.
The Kit Fox observed peak near-ground concentra-

tions normalized by source emission rate, (C/Q)
���

, de-
crease strongly as surface roughness length increases.
Observed (C/Q)

���
values over the ERPwere about a fac-

tor of three to "ve less than those for the URA for both
continuous releases and for pu! releases. Observed
(C/Q)

���
values over the URA were about three or four

times less than those for the #at desert releases.
A (C/Q)

���
Jz����

�
relation provided a good "t to all

data. It is important to note that these (C/Q)
���

values
generally occurred during similar meteorological condi-
tions (light wind, stable conditions) for the three groups
of experiments with di!erent roughnesses. The HE-
GADAS model was able to satisfactorily simulate these
observed strong variations of peak concentration with
surface roughness length.
It was found that a simple method of accounting for

a roughness change with distance is to run the model
twice } once using the `close-ina roughness length for
calculating concentrations at monitoring arcs in#uenced
by that roughness length, and once using the `far-"elda
roughness length for calculating concentrations at
monitoring arcs in#uenced by the lower roughness.
When this method was used in the HEGADAS 3# (two
roughnesses) model, the predictions for the ERP/URA
trials were improved.
Although the observed Kit Fox cloud heights, h(0.5),

were always greater than the obstacle height, the HE-
GADAS model predictions of cloud height at the closest
(25m) monitoring arc were sometimes less than �

�
of the

height of ERP obstacles. The HEGADAS model, like
most other dense gas slab models, does not simulate the
details of #ow within the obstacle array and therefore
does not account for the strong vertical mixing of the
dense gas cloud within the recirculating cavity of the
2.4m high ERP obstacles. Nevertheless, the model was
able to satisfactorily simulate the maximum observed
concentration, perhaps because of compensating errors

involving the wind speed at heights less than the obstacle
heights.
The previous paragraphs emphasized model compo-

nents such as cloud advective speed. The predicted and
observed concentrations were also compared for all 52
trials and for the four downwind distances. The HE-
GADAS 3# model modi"cations proposed by Hanna
and Chang (1995) produced predicted concentrations
that agree satisfactorily with the Kit Fox observations
(less than 5% mean bias, scatter of less than 40%, and
about 90% of predictions within a factor of two of
observations). The original HEGADAS 3.0 (Witlox,
1994; Post, 1994) model tends to overpredict by a factor
of two, in the mean, with larger overpredictions for the
"nite duration (pu!) releases (as also found by Hanna
and Chang (1995) in their evaluations of HEGADAS
3.0 with the Petersen (1992) wind tunnel data). A
slight downward trend found in the residual plots with
distance for the HEGADAS 3# model for the ERP
trials was removed by use of the assumption in the
HEGADAS 3# (two roughnesses) model, where the
model should be run twice, once using the ERP rough-
ness for the 25 and 50m monitoring arcs, and once
using the ERP/URA roughness for the 100 and 225m
monitoring arcs.
While the Kit Fox data all involve clouds with heights

greater than the roughness elements, and while the model
does not account for the altered wind pro"les and greatly
increased turbulence that probably would occur near the
ground deep within a dense obstacle array, it is expected
that the actual cloud transport and dispersion deep with-
in obstacle arrays would be determined by two compet-
ing e!ects. The "rst e!ect involves the reduced dilution
(and hence a tendency towards higher concentrations)
associated with reductions in wind speed. The second
e!ect involves the increased dispersion (and hence a tend-
ency towards lower concentrations) associated with in-
creases in turbulence intensity. The actual changes in
concentration for clouds with heights much less than the
obstacle height would depend on which of these compet-
ing e!ects is dominant.
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