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Abstract—This is the first paper in a two-part series on the implementation of Godunov-type schemes

on unstructured grids for atmospheric flow simulations. Construction of a high-resolution flow solver for

the scalar transport equation is described in detail. Higher-order accuracy in space is achieved via a

MUSCL-type gradient reconstruction after van Leer and the monotonicity of solution is enforced by slope

limiters. Accuracy in time is maintained by implementing a multi-stage explicit Runge-Kutta time-

marching algorithm. The scheme is conservative and exhibits minimal numerical dispersion and diffusion.

Five different benchmark test cases are simulated for the validation of the numerical scheme.

1. Introduction

Atmospheric processes span a multitude of spatial and temporal scales. This wide

range of scales requires accurate multiscale calculations in atmospheric models

(PRUSA and SMOLARKIEWICZ, 2003). The current models used in atmospheric flow

simulations, however, still remain scale-specific (SKAMAROCK and KLEMP, 1993).

There is a general consensus that the simulation of the atmosphere at all relevant

scales is an intractable problem. Nevertheless, atmospheric models should be capable

of predicting three-dimensional, time-dependent mean flow and turbulence fields

over complex terrain in an unsteady synoptic environment. In addition, the models

should have a sufficient grid resolution to account for local scale phenomena, mean

planetary boundary layer structures, and significant terrain and other land-use

inhomogeneities. Consequently the eventual predictions from the models are closely

related to the completeness of model physics, dynamics, resolution of the compu-

tational mesh, and the accuracy of the numerical techniques used.

Optimizing the degree of grid refinement and the choice of numerical techniques

are usually constrained by CPU restrictions and by run-time expectations. This
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becomes critical for real-time flow predictions. For example, introducing fine spatial

grid resolution throughout the simulation domain is not practical, since the size of

the modeling domain, the interactions between the various atmospheric processes,

and the computational cost of the numerical algorithms place restrictions on the grid

resolution that can be used in current computers. These limitations prohibit the use

of uniform high spatial resolution that is appropriate to resolve the smallest scales of

interest. The alternative is then to develop methodologies capable of providing

variable local refinement in regions of interest.

Different grid techniques have been applied in atmospheric simulations to deal

with multiscale events in atmospheric motion. Among the most widely-used

techniques, the grid nesting technique has been implemented extensively to provide

increased spatial resolution in regions of interest without requiring a fine mesh

throughout the entire domain (CLARK and FARLEY, 1984). This technique involves

the sequential placement of multiple high-resolution meshes in the desired regions of

the domain. Although the decision to spawn one or more submeshes is typically

subjective and manually directed, many formulations have been developed to allow

the submeshes to move with particular features in the flow (KURIHARA and BENDER,

1980). One major problem with this technique, however, is the interaction among

multiple nested meshes, particularly the tendency of propagating waves to discon-

tinuously change their speeds upon passing from one nest to the next and to reflect

off the boundaries of each nested grid. In addition to the grid-nesting technique,

different authors (e.g., STANIFORTH et al., 1978; COTÉ et al., 1993) have also used the

variable grid resolution technique for atmospheric flow calculations to avoid the

problems of wave reflections.

In recent years, unstructured grids have been used for three-dimensional

atmospheric modeling (e.g., BACON et al., 2000). Although, the unstructured grid

technique is a relatively new method for the atmospheric science community, it has

been widely used in other scientific disciplines (e.g., LÖHNER, 2001; LUO, et al., 2003;

LOTTATI and EIDELMAN, 1994). The primary benefit of the unstructured grid

technique over a conventional structured grid lies in its ability to accurately discretize

complex topologies with relative ease. Meshes for arbitrary surfaces and volumes in

three dimensions can be generated. This capability is essential for resolving complex

terrain features and shoreline boundaries for mesoscale and urban-scale atmospheric

modeling. In addition, computational efficiency can be achieved by providing variable

and continuous resolution throughout the computational domain, with a high mesh

resolution only in regions of interest. This feature of the unstructured grid technique

effectively removes the wave reflection problems that are common in grid-nesting

techniques. Solution-adaptive techniques (i.e., dynamic grid adaptation) can also be

implemented with relative ease to improve the solution by dynamically adapting the

mesh to evolving physical features. Solution-adaptive methods can be helpful, for

example, in predicting the trajectory of hazardous materials (AHMAD et al., 1998;

SARMA et al., 1999; GHORAI et al., 2000), simulations of convective weather systems
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such as squall lines and mesoscale convective complexes, and for tracking hurricanes

(GOPALAKRISHNAN et al., 2002).

Traditionally, finite-difference discretizations of centered schemes such as the

Leapfrog scheme have been favored for discretizing the atmospheric flow equation

set. These types of schemes have large amounts of numerical dispersion errors (non-

physical spurious oscillations), which can contaminate the numerical results

(CARPENTER et al., 1990). Furthermore, the scheme can introduce false negatives

in important scalar microphysical quantities. To avoid false negatives either positive

definite schemes (SMOLARKIEWICZ, 1984; BOTT, 1989) or Flux Corrected Transport

(FCT)-type schemes (BORIS and BOOK, 1973; ZALESAK, 1979) are sometimes used to

advect scalar quantities. In this study, high-resolution Godunov-type methods are

explored for solving the equations arising in atmospheric flows. These finite volume

discretizations are conservative and have the ability to resolve regions of steep

gradients accurately, thus minimizing dispersion errors in the solution. CARPENTER

et al. (1990) applied the method to atmospheric flows in two dimensions using an

exact Riemann solver in conjunction with the Piecewise Parabolic Method (COLELLA

and WOODWARD, 1984) to obtain higher-order spatial accuracy on structured grid.

CARPENTER et al. (1990) gave a comprehensive review of the Riemann problem, its

application in the Godunov’s method to solve the atmospheric flow problems, and a

comparison of the method with the MPDATA (SMOLARKIEWICZ, 1984) and the

Leapfrog schemes. In recent years, different authors have explored the possible use of

alternative finite volume schemes for atmospheric modeling (e.g., BOTTA et al., 2004;

HUBBARD and NIKIFORAKIS, 2003; HOURDIN and ARMENGAUD, 1999; PIETRZAK,

1998; LIN et al., 1994; MÜLLER, 1992).

This study aims at developing a Godunov-type scheme for atmospheric flows on

unstructured meshes. In this paper, the construction of a high-resolution flow solver

for the scalar transport equation is described in detail. Higher-order accuracy in space

is achieved via a Monotone Upstream centered Scheme for Conservation Laws

(MUSCL)-type gradient reconstruction after VAN LEER (1979) and the monotonicity

of the solution is enforced with the help of slope limiters. The numerical scheme is then

evaluated using the standard tests for benchmarking atmospheric advection solvers.

The development and implementation of an approximateRiemann solver for the Euler

equations governing atmospheric flows will follow in a later publication.

2. Unstructured Grids

The unstructured grid technique is a relatively new method for the atmospheric

science community. As mentioned before, the primary benefit of the unstructured

grid technique lies in its ability to discretize complex topologies with relative ease. In

addition, computational efficiency can be achieved by providing variable and

continuous resolution throughout the computational domain, with a high mesh

resolution only in regions of interest. Solution-adaptation techniques are also

Vol. 163, 2006 The Implementation of Godunov-Type Scheme 1701



relatively easy to implement on unstructured grids. For example, BACON et al. (2000)

have used unstructured meshes with both static and dynamic grid adaptation for

atmospheric modeling in a fully compressible and nonhydrostatic model – the

Operational Multiscale Environment model with Grid Adaptivity (OMEGA). The

OMEGA model is based on unstructured prisms and has been applied to many

atmospheric problems and validated extensively (e.g., BOYBEYI et al., 2001;

GOPALAKRISHNAN et al., 2002). SARMA et al. (1999) have demonstrated significant

improvement in solution accuracy by using dynamic grid adaptation for predicting

chemical plume concentrations. VARVAYANNI et al. (1999) have used unstructured

prisms in a diagnostic model, which reads in a flow field and interpolates it over the

mesh to predict trajectory of tracers. In their case, they take advantage of the ability

of the unstructured grid to resolve the underlying terrain in a more realistic and

efficient manner. GHORAI et al. (2000) have used tetrahedral meshes to provide

solution-adaptation in both horizontal and vertical for atmospheric dispersion

calculations. BEHRENS et al. (2000) have implemented a semi-Lagrangian advection

scheme on unstructured adaptive grids. These applications have shown the various

inherent strengths of unstructured grids such as the better representation of

topography, computational efficiency (via static or dynamic grid adaptation), and the

flexibility of the grid to resolve multiple scales.

Solution-adaptive methods have also been implemented on structured grids. The

implementation of solution-adaptive techniques (dynamic grid adapatation) on

structured meshes for complex geometries, however, is non-trivial and so far the

attempts for atmospheric applications have been limited to idealized problems (e.g.,

DIETACHMAYER and DROEGERMEIER, 1992; FIEDLER and TRAPP, 1993; ISELIN et al.,

2002). Another promising technique for providing variable mesh resolution is the

Adaptive Mesh Refinement (AMR) method, which has been implemented for

atmospheric applications by different authors (SKAMAROCK and KLEMP, 1993;

HUBBARD and NIKIFORAKIS, 2003; JABLONOWSKI et al., 2004).

In a structured mesh, the numbering of nodes and cells is ordered. For example,

in a two-dimensional rectangular mesh, it is implicitly understood that the neighbors

of node (i, j) are nodes (i)1, j), (i+1, j), (i, j)1), and (i, j+1). In an unstructured mesh

on the other hand, the numbering is not ordered and therefore the connectivity

information needs to be stored in arrays and requires linked lists. An unstructured

triangular mesh can be defined by a list of cells holding the connectivity information

(identification number for each node of the cell) and another list of positions for each

node of the mesh. Usually more connectivity information is needed during the mesh-

generation process and for flow-solvers, in which fluxes across edges of the control

volume need to be calculated. These additional data structures can be derived from

the basic mesh definition (Figs. 1 and 2 show some of the derived data structures).

There are a number of ways in which data structures can be defined to represent an

unstructured mesh. The choice of data structures may depend on the type of

numerical discretization (e.g., node-based or cell-based control volume). One

1702 N. Ahmad et al. Pure appl. geophys.,



disadvantage in using unstructured meshes is the additional computational cost due

to indirect accessing of data. It has been shown that this disadvantage can be

minimized by using appropriate data structures and by implementing renumbering

strategies (LÖHNER, 2001)—thus avoiding a large number of cache-misses. A detailed

description of the data structures used in this study is given below:

Figure 2

Edge-based data structure. The cells (ic1 and ic2) on either side of the edge ie and the starting and ending

points (iv1 and iv2) of the edge ie are shown.

Figure 1

Cell connectivity information. Edges (ie1, ie2, and ie3) and nodes (iv1, iv2 and iv3) of the cell ic are shown

in the figure.
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a. Cell Connectivity

The array jcell holds the connectivity information for each cell of the

unstructured mesh. The information contains the numbering of nodes (iv1, iv2 and

iv3) and the numbering of edges (ie1, ie2 and ie3) of each cell. A counter-clockwise

numbering of nodes is assigned to a cell (Fig. 1).

jcell ðic; 1Þ ¼ iv1� identification number of node 1 of cell ic

jcell ðic; 2Þ ¼ iv2� identification number of node 2 of cell ic

jcell ðic; 3Þ ¼ iv3� identification number of node 3 of cell ic

jcell ðic; 4Þ ¼ ie1� identification number of edge 1 of cell ic

jcell ðic; 5Þ ¼ ie2� identification number of edge 2 of cell ic

jcell ðic; 6Þ ¼ ie3� identification number of edge 3 of cell ic

b. Edge Connectivity

The array jedge holds the connectivity information for each edge of the

unstructured mesh. The information contains the numbering of nodes (iv1 and iv2),

the cells to the left and the right of each edge (ic1 and ic2) and an identifier for the

edge type (Fig. 2).

jedge ðie; 1Þ ¼ iv1� node 1� starting point of edge ie

jedge ðie; 2Þ ¼ iv2� node 2� ending point of edge ie

jedge ðie; 3Þ ¼ ic1� cell to the left of the edge ie

jedge ðie; 4Þ ¼ ic2� cell to the right of the edge ie

jedge ðie; 5Þ ¼ edge type ðinterior; wall or far � fieldÞ

By defining a starting and an ending point for an edge, a sense of direction is given

to each edge. Edge, ie, is shared by both cells ic1 and ic2. If the counter-clockwise

convention of node numbering for a cell is followed, then for one of the cells the edge

direction iv1 to iv2 will be along the counter-clockwise direction (cell on the left). The

cell on the right is the one with its numbering going against the edge direction. The

cells surrounding a cell can also be found from this information. The edge-type is

required, since the calculation of fluxes across the domain boundaries can differ from

the calculation across interior edges. Three different edge-types are defined; 1)

interior, 2) solid wall and 3) farfield. The farfield boundary can be either inflow or

outflow depending on the direction of flow. The definition of edge-based data

structures is essential for unstructured calculations. Several authors (e.g., LöHNER,

2001) have shown that the edge-based flow solvers are much more efficient compared

to cell-based solvers. It is a worthwhile effort to ensure that most calculation loops are

over the edges. This results in an overall increase in speed of code execution.

c. Node Connectivity

The node connectivity information consists of linked lists, which identify the

nodes surrounding a node and cells surrounding a node. These lists can easily be

1704 N. Ahmad et al. Pure appl. geophys.,



generated from the basic mesh definition, using algorithms described by LöHNER

(2001).

d. Mesh Geometry

Once the data structures have been defined, basic geometric quantities of the

mesh are calculated. The Cartesian coordinate system is used in the present study.

For the two-dimensional unstructured triangular mesh the following quantities are

required:

a) Node coordinates.

b) Cell areas.

c) Edge lengths.

d) Normals pointing outwards from each edge.

e) Distances between cell centers on either side of an edge.

f) Distances from the cell center to the midpoint of each of its edges.

g) Distances from the cell center to the point of intersection of edge and the line

connecting the centers of cells on the either side of the edge. This distance is used

in the calculation of the time step.

Over the last two decades the unstructured grid technology has seen major advances

and there is an immense amount of literature on different techniques for generating

grids for complex geometries. For a detailed review one can refer to LöHNER (2001)

and references therein.

3. Numerical Scheme

The 2-D scalar transport equation can be written in the conservative form as:

@Q
@t
þ @F
@x
þ @G
@y
¼ 0 ð1Þ

where,

Q ¼ q; F ¼ qu ; G ¼ qv ð2Þ

q is the conserved scalar quantity, u is the velocity component in the x-direction and v

is the velocity component in the y-direction. The scalar transport equation is solved

using a higher-order Godunov-type scheme (GODUNOV, 1959; VAN LEER, 1979) on

unstructured meshes in two-dimensions. These finite volume discretizations are

conservative and have the ability to resolve regions of steep gradients accurately, thus

minimizing numerical dispersion errors in the solution. Godunov’s method assumes

piecewise constant data at cell centers. The Riemann problem is solved at each cell

interface and the numerical flux is constructed from it. Thus, the global solution is a

set of solutions of the local Riemann problems at each cell boundary, which is then

evolved in time.
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The advective fluxes are calculated by summing all the incoming and outgoing

fluxes through each face of the control volume. In two dimensions, Eq. (1) can be

written in the integral form as:

d
dt

Z

X

Q dX ¼ �
I

C

ðF ;GÞ:n dC; ð3Þ

where, n is the unit normal pointing out of the control surface C of the control

volume W. Figure 3 shows the cell-centered control volume, W with each of its

control surfaces and the unit normals pointing outwards from the control surfaces.

Equation (3) can be approximated directly:

Vcell
dQcell

dt
þ
X
faces

ðF ;GÞ � s ¼ 0; ð4Þ

where Vcell is the volume of the control volume (area of the triangle in the case of

the two-dimensional triangular mesh), Qcell is the cell-averaged value of the

conserved variable Q at cell center and s is the control surface area (edge lengths of

the triangle in case of the two-dimensional mesh). For the unstructured mesh, the

implementation of the method is straightforward. The flux across each edge of the

cell is calculated using Godunov’s method using the exact Riemann solution

(TORO, 1999). The values on either side of a cell edge form the initial conditions for

Figure 3

Cell-centered control volume Wo and its control surfaces, Ci.
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the Riemann problem. In the loop over edges, the values of cells on either side of

the edge (Fig. 4) are used to calculate the fluxes. Once the fluxes have been

calculated, they are added to the cell-centered value in a loop over cells. For the

second-order calculation gradient-limited extrapolated values are used in the

Riemann solver instead of cell averages. The solution is marched in time using Eq.

(4) within a multi-stage Runge-Kutta time marching scheme (JAMESON et al., 1981).

During the time integration, the local Riemann solution on one interface should

not be allowed to interfere with the Riemann solution on another interface. If the

interference of waves occurs, then the solution of the Riemann problem can no

longer be considered local. This forms the basis of the Courant restriction on the

Godunov method. The time step is calculated by finding the maximum wave speed

in each cell:

Dt ¼ CFL � Dx
absðuÞ ; ð5Þ

where, u is the normal velocity at edge and Dx is the distance between the cell center

and the point of intersection of the edge with the line connecting the cell centers on

either sides of the edge (see Fig. 5). In the calculations presented in this paper, a CFL

criterion of 1.0 was maintained for the first-order scheme and a CFL criterion of 0.9

was used for the higher-order scheme.

Figure 4

In a loop over edges the cell values on either side of the edge are used by the Riemann solver to calculate

fluxes. Then in a loop over cells the fluxes are added to update the cell centered values.
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4. Higher-Order Spatial Accuracy and Monotonicity Constraints

To increase the solution accuracy in space, VAN LEER (1979) suggested using

piecewise-linear data instead of piecewise-constant data to construct fluxes from the

Riemann calculation. The left and right data states are constructed from extrapo-

lated values from cell centers to cell interfaces and then used in the solution of the

Riemann problem. The reconstruction of gradients and the enforcement of

monotonicity constraints are discussed below.

a. Green-Gauss Reconstruction

The Green-Gauss gradient reconstruction follows from the Gauss theorem:
Z

X

r � q dX ¼
Z

C

q �~n dC: ð6Þ

Numerically, the method is a combination of a gather-scatter process (BARTH and

JESPERSON, 1989). First the cell-centered values are averaged to obtain values on edge

centers. The edge values are used to calculate the integral in Eq. (6). The gradients are

calculated by integrating over the edges of the control volume. Finally the gradients

are scaled by area in a loop over cells. The calculation can easily be implemented

following edge-based data structures for computational efficiency.

Figure 5

Cell-averaged data states to the left (qil) and the right (qir) of the edge which are extrapolated to the edge.

The gradient of q at the cell centers is also needed for the extrapolation.
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b. Linear Least-squares Reconstruction

Consider the cell-averaged value qo and assume that the solution varies linearly

over the adjacent neighbors of the cell. Then the solution can be represented as a

piecewise linear polynomial (BARTH and JESPERSON, 1989):

qoðx; yÞ ¼ qo þ aðx� xoÞ þ bðy � yoÞ; ð7Þ

where xo and yo are the coordinates of the cell center (the baricenters of each triangle

in case of the two-dimensional triangular mesh) and (a,b)T represents the solution

gradient in x and y-direction, respectively. Using the weighted least-squares method

the following linear system of equations can be written:

w1ðx1 � xoÞ w1ðy1 � yoÞ
w2ðx2 � xoÞ w2ðy2 � yoÞ

..

. ..
.

wnðxn � xoÞ wnðyn � yoÞ

0
BBB@

1
CCCA

a
b

� �
¼

w1ðq1 � qoÞ
w2ðq2 � qoÞ

..

.

wnðqn � qoÞ

0
BBB@

1
CCCA; ð8Þ

where, n is the number of neighbors and each equation has been multiplied by an

arbitrary weighting factor, wi. This system of equation is overdetermined and can be

solved in the least-squares sense by multiplying with the matrix transpose to yield a

symmetric 2 · 2 system:

P
i

w2
i Dx2i

P
i

w2
i DxiDyiP

i
w2

i DxiDyi
P

i
w2

i Dy2i

0
@

1
A a

b

� �
¼

P
i

w2
i DxiDqiP

i
w2

i DyiDqi

0
@

1
A; ð9Þ

where,

Dxi ¼ xi � xo

Dyi ¼ yi � yo

Dqi ¼ qi � qo

: ð10Þ

For a mesh, which does not change in time, these geometric quantities can be

calculated once at the beginning of the simulation. The weights wi are defined as:

wi ¼
1ffiffi

ð
p

xi � xoÞ2 þ ðyi � yoÞ2
: ð11Þ

Although the method is computationally more expensive, for distorted meshes the

least-squares gradient reconstruction gives better results than the Green-Gauss

reconstruction. A detailed discussion on some of the limitations of least-squares

method for highly stretched meshes is given in MAVRIPLIS (2003). In this study, only

piecewise linear reconstructions have been used to achieve higher-order spatial

accuracy. Schemes with piecewise quadratic reconstructions have also been imple-

mented (e.g., COLLELA and WOODWARD, 1984; CARPENTER et al., 1990; MITCHELL,

1994).
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c. Limiters

The Godunov scheme uses cell averages for the solution of the Riemann problem

across cell interfaces. The second-order accuracy in space can be achieved by

constructing piecewise linear data from cell averages:

qleft ¼ qil þ ðxface � xilÞLface
@qil

@x
þ ðyface � yilÞLface

@qil

@y
; ð12aÞ

qrite ¼ qir þ ðxface � xirÞLface
@qir

@x
þ ðyface � yirÞLface

@qir

@y
; ð12bÞ

where, qleft is the extrapolated value of the conserved quantity q on the left side of

the edge, the subscript il is used for the cell center quantities in the cell on the left

of the edge, e.g., qil is the cell-averaged value of the conserved quantity q and

(xil,yil) are the cell center coordinates of the cell on the left. Similarly, qrite is the

extrapolated value of the conserved quantity q on the right side of the edge, the

subscript ir is used for the cell center quantities in the cell on the right of the edge,

e.g., qir is the cell-averaged value of the conserved quantity q and (xir,yir) are the

cell center coordinates of the cell on the right (see Fig. 5). The point of intersection

between the edge and the line connecting the centers of the two cells on either side

of the edge is denoted by (xface, yface). Lface is the limiter on the gradient to ensure a

monotonic solution.

The concept of monotonicity was introduced by GODUNOV (1959) for scalar

conservation law. Godunov showed that the linear schemes which are monotone

can only be first-order accurate at the most. This implies that if fluxes are

computed using VAN LEER’s reconstruction technique, then monotonicity cannot be

enforced without the introduction of some form of nonlinearity (limiters).

A scheme is monotone (HARTEN, 1983; SPEKREIJSE, 1987), if the extrapolation to

the face is bounded by:

minðqi; qiþ1Þ � qiþ1
2
� maxðqi; qiþ1Þ; ð13Þ

where, qi+1/2 is the value of q at the face between cells i and i+1. On a structured grid

the extension to higher dimensions is intuitive. The gradients can be limited in each

direction by enforcing the following conditions:

minðqi;j; qiþ1;jÞ � qiþ1
2;j
� maxðqi;j; qiþ1;jÞ;

minðqi;j; qi;jþ1Þ � qi;jþ1
2
� maxðqi;j; qi;jþ1Þ;

where, i and j are the indices for the x and y directions, respectively. BARTH and

JESPERSON (1989) extended this definition to unstructured grids by using the

maximum and minimum values over the cell and its neighbors to bound the

extrapolated value. First the maximum and minimum values of cell and its neighbors

are calculated:
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qmin
j ¼ min

i2Nj

ðqj; qiÞ ð14Þ

and

qmax
j ¼ max

i2Nj

ðqj; qiÞ; ð15Þ

where, Nj are the neighbors of the cell j. The piecewise linear reconstruction of data is

bounded by enforcing the following condition,

qmin
j � qðx; yÞj � qmax

j : ð16Þ

The limiter Lface is determined by:

Lface ¼

minð1; qmax
j �qo

qface�qo
Þ if qface � qo > 0

minð1; qmin
j �qo

qface�qo
Þ if qface � qo < 0

1 if qface � qo ¼ 0

8>>><
>>>:

; ð17Þ

where, qo is the cell-averaged value and qface is the extrapolated value on the face of

the cell. Three values of Lface are obtained for each cell (one for each edge) from Eq.

(17) and the minimum of the three is used to limit the gradient at the cell center. The

design and implementation of limiters and especially multidimensional limiters (e.g.,

HUBBARD, 1999) is an active field of research.

5. Results

In this section, the results from five different test cases (rotating cone case,

Smolarkiewicz’s deformational flow case, Doswell’s frontogenesis case, a solution-

adaptation case and the Noye-Tan test) are presented.

a. Rotating Cone Test

Rotating cone tests were performed to demonstrate the higher-order accuracy of

the scheme. The domain was bounded within [0,100] · [0,100]. The cone was centered

at (xc, yc) = (50,75) with a maximum height of 0.975 unit and a radius of 10 units.

The rotational flow field was defined as follows:

uðx; yÞ ¼ �xðy � yoÞ; ð18Þ
vðx; yÞ ¼ xðx� xoÞ; ð19Þ

where, u(x,y) and v(x,y) are the velocities in the x and y direction, respectively x =

0.4 is the constant angular velocity and (xo, yo) = (50,50) is the center of the mesh.

The simulation was run for 15.7079 s (time taken by the cone to complete one

revolution = 2p/x). The unstructured mesh was defined in terms of boundary edges
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(100 edges on each side). The resulting mesh consisted of 39,386 triangles with the

edge lengths ranging from 0.35 m to 1.24 m. The boundary conditions are defined

with the help of ghost cells (LEVEQUE, 2002) which are mirrors of the boundary cells.

Transmissive boundary conditions (LEVEQUE, 2002) were used in the calculations.

The solution was marched in time within a four-stage explicit Runge-Kutta scheme

(JAMESON et al., 1981). The linear least-squares gradient-reconstruction was used to

achieve higher-order spatial accuracy.

Figure 6 shows the concentration contours after one revolution for the first- and

the higher-order schemes. The comparison between the high resolution Godunov

scheme and the first-order scheme is shown in Figure 7 along with the exact solution.

The figure shows concentration profiles at y = 75 for x between 25 and 75. The first-

order Godunov scheme exhibits large amounts of numerical diffusion. The higher-

order scheme however, is not only monotonic and shape-preserving but it also retains

around 83% of the initial tracer maxima compared to approximately 31% for the

first-order scheme. Furthermore, it minimizes the numerical dispersion errors in the

solution, which are commonly associated with central finite difference schemes such

as the Leapfrog scheme.

b. Smolarkiewicz’s Deformational Flow Test

Smolarkiewicz’s deformational flow (SMOLARKIEWICZ, 1982; STANIFORTH et al.,

1987; SYKES and HENN, 1995) is often used for a qualitative evaluation of advection

schemes for atmospheric flow simulations. The flow field for the deformation test

consists of sets of symmetrical vortices and is given by:

uðx; yÞ ¼ Ak sin kx sin ky; ð20Þ
vðx; yÞ ¼ Ak cos kx cos ky; ð21Þ

where, u(x,y) and v(x,y) are the velocities in the x and y direction respectively,

k ¼ 4p=L, A = 8 and L = 100 units. The domain was bounded within [0,100] ·
[0,100]. A tracer cone with a height of 1 unit and radius of 15 units was initialized in

the middle of the domain. The mesh, boundary conditions, gradient reconstruction

technique, and the time-marching scheme, were the same as in the rotating cone test.

Figures 8 and 9 show the tracer distribution at time = 0, T/100; T/50 and T/25 (T =

2637.6 seconds is the final time of integration used in SMOLARKIEWICZ, 1982).

Figures 10–12 show the comparison with Staniforth’s analytical solution for tracer

values between x = 25 and x = 50, for y = 50. The profiles of the computed tracer

field are generated by interpolating the data from the cell centers closest to points on

Figure 6

Rotating Cone Test. First-order Godunov solution after one revolution (top), and higher-order solution

after one revolution (bottom). Time = 15.7079 s.

c
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the line (25,50)–(50,50). The Staniforth solution is computed numerically and

requires an input of sampling interval. For the comparison shown in Figures 10–12,

a sampling interval of 0.1 was used. STANIFORTH et al. (1987) have discussed this test

case in detail. They point out that for a mesh resolution of 1 used in SMOLARKIEWICZ

(1982), the numerical solution is valid only for time £ T/50. After time > T/50 the

features of the tracer field become too small to be effectively captured by a mesh

Figure 7

Rotating Cone Test. Comparison of the first- and higher-order Godunov schemes with the exact solution

after one revolution. The profiles shown are at y = 75 for x varying from 25 to 75. Time = 15.7079 s.

Figure 8

Smolarkiewicz’s Deformational Flow. Initial tracer concentration (top), and the tracer field at time =

T/100 = 26.376 s into the simulation (bottom). T = 2637.6 s.

c
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resolution of 1, normally used for this test. Small amounts of numerical diffusion can

be seen in the comparison with the exact solution for time = T/100 and T/50. The

solution, however becomes more diffusive at time = T/25 which can be attributed to

the fact that by this time the tracer field has evolved beyond the mesh’s ability to

resolve it.

c. Doswell’s Frontogenesis Test

The simulation of Doswell’s frontogenesis problem (DOSWELL, 1984; HÓLM,

1995) is presented in this section. Doswell’s idealized model describes the interaction

of a nondivergent vortex with an initially straight frontal zone. An exact solution is

readily available for this case, which makes it ideal for a quantitative as well as

qualitative validation of a numerical scheme. The flow field was defined as follows:

Figure 9

Smolarkiewicz’s Deformational Flow. Tracer field at time = T/50 = 52.752 s (top), and time = T/25 =

105.504 s into the simulation (bottom). T = 2637.6 s.

Figure 10

Smolarkiewicz’s Deformational Flow. Solution at time = T/100 = 26.376 s. The values between x = 25

and x = 50 are shown for y = 50. The sampling interval was set to 0.1 for the analytical solution.

T = 2637.6 s.

b
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uðx; yÞ ¼ � y
r

ft

fmax
; vðx; yÞ ¼ x

r
ft

fmax
; ð22Þ

where, u(x,y) and v(x,y) are the velocities in the x and y direction, respectively, r is

the distance from any given point to the origin of the coordinate system, fmax =

0.385 is the maximum tangential velocity and ft is given by:

ft ¼
tanhðrÞ
cosh2ðrÞ

: ð23Þ

The domain was bounded within [)4, 4] · [)4, 4]. The boundary conditions and the

time-marching scheme were the same as in the rotating cone test. The simulation was

run for t = 4 seconds. The evolution of tracer field in time t, is given by the exact

solution:

qðx; y; tÞ ¼ � tanh
y
d
cosðf � tÞ � x

d
sinðf � tÞ

h i
; ð24Þ

Figure 11

Smolarkiewicz’s Deformational Flow. Solution at time = T/50 = 52.752 s. The values between x = 25

and x = 50 are shown for y = 50. The sampling interval was set to 0.1 for the analytical solution.

T = 2637.6 s.
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where, f ¼ 1=r ft=fmax and d is set to 2 for a smooth frontogenesis. The initial tracer

field can be obtained from Eq. (24) by setting t = 0:

qðx; y; 0Þ ¼ � tanh
y
d

� �
: ð25Þ

Figure 13 shows the initial conditions for the Doswell, and Fig. 14 shows a

comparison between the exact and the numerical solutions. The simulation results

are in good agreement with the exact solution. In addition several simulations were

conducted to compare solutions on different types of meshes using different gradient-

reconstruction techniques. Figure 15 shows the computed results for time = 4

seconds on different meshes. Only a zoomed view of the mesh center is shown in the

figure. Mesh 1 consists of right angle triangles; Mesh 2 is a standard unstructured

mesh in which an effort has been made to ensure good quality of triangles. Mesh 3 is

similar to Mesh 2 except that smoothing is not performed. Mesh 3 is the worst of the

three in terms of quality. The first-order solution on Mesh 2 is also shown for

comparison. The error in the solution was defined as:

Figure 12

Smolarkiewicz’s Deformational Flow. Solution at time = T/25 = 105.504 s. The values between x = 25

and x = 50 are shown for y = 50. The sampling interval was set to 0.1 for the analytical solution.

T = 2637.6 s.
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error ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPncells

i¼1
ðqexact

i � qcomputed
i Þ2

s

ncells
ð26Þ

where, ncells is the total number of cells in the mesh. The error in the solution

compared to the exact solution is presented in Figure 16. Although the error in the

higher-order solution is low for all three meshes, the differences in accuracy due to

mesh quality and the type of reconstruction technique used are clearly demonstrated.

Mesh 2 (best quality mesh) performs much better than the other two meshes and the

linear least-squares technique produces more accurate results than the Green-Gauss

reconstruction technique. It is interesting to note that the Green-Gauss for Mesh 1

gives the worst results. This is due to the fact that the Green-Gauss technique is

second-order accurate only for equilateral triangles and Mesh 1 consists of only right

angle triangles.

A convergence study was performed to determine the accuracy of the high-

resolution Godunov scheme. The L2 error was defined as follows (BURG et al., 2002):

errorðL2Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xncells

i¼1
ðqexact

i � qcomputed
i Þ2 Ai

vuut ; ð27Þ

where, Ai is the area of each cell and ncells is the total number of cells in the mesh.

The L2 error is plotted in Figure 17. The log-log plot shows a slope of 1.67 for the

high-resolution scheme. A maximum slope of 1.67 indicates that the higher-order

scheme is not formally second-order accurate. This impression can be misleading,

because in the presence of discontinuities, the monotonic schemes revert to first-order

locally, which can degrade the overall order of accuracy for the scheme and not

necessarily the accuracy of the scheme itself (LEVEQUE, 2002). It has been shown that

even in the absence of discontinuities, for calculating smooth solutions, the

monotonic schemes may or may not formally indicate a convergence rate of 2.

VENKATAKRISHNAN (1993) reports an order of accuracy of 1.65 for various

monotonic schemes which are formally second-order accurate.

d. Solution-adaptation Test

The basic idea behind adaptive mesh refinement is to distribute the error equally

over a computational mesh. The regions, where numerical error is large, are refined

to provide greater spatial accuracy. In the current study, adaptation was achieved via

Figure 13

Doswell’s Frontogenesis Case. Initial frontal zone (top) and the vortex defining the flow field (bottom).

Variable shown in the bottom panel is the wind speed.

c
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h-refinement in which, the conservation of quantities is easier to maintain during

interpolation and computational overhead is also smaller compared to remeshing

(e.g., LÖHNER, 2001).

Figure 14

Doswell’s Frontogenesis Case. Exact solution at time = 4 s (top) and the corresponding simulation result

using the higher-order Godunov scheme (bottom).

Figure 15

Doswell’s Frontogenesis Case. Higher-order solution on Mesh 1 that consists of right angle triangles (top

left), higher-order solution on Mesh 2 that consists of good aspect ratio triangles (top right), higher-order

solution on Mesh 3 that is similar to Mesh 2 except that smoothing is not performed (bottom left), and

first-order solution on Mesh 2 (bottom right). Each mesh consists of approximately 40000 cells.

b
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The rotating-cone test was used to demonstrate the advantages of solution-

adaptation technique. The problem setup (initial and boundary conditions, etc.) is

the same as in the previous simulation (described in Section a). The unstructured

mesh was defined in terms of boundary edges (100 edges on each side for the globally

refined mesh and 25 edges on each side for the adaptive mesh). The adaptive mesh

started with a minimum edge length of 0.337 and a maximum edge length of 4.667.

The mesh-adaptation algorithms used in this study are described in AHMAD et al.,

(1998).

If the exact solution is known then the error-indicator (adaptation criteria) can

easily be defined in terms of relative error or a similar quantity. In practice the exact

solution is not known a priori. The regions of large errors, however, usually coincide

with regions of high gradients. There are various ways in which one can define the

Figure 16

Doswell’s Frontogenesis Case. Error in solution for different meshes, different reconstruction methods, and

different order of numerical schemes. (gg = green-Gauss; ls = linear least-squares).
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adaptation criteria depending on the problem. AHMAD et al. (1998) identify cells for

refinement based on a Gaussian function around Lagrangian particles (for

atmospheric dispersion simulations). The adaptation criteria proposed by LöHNER

(2001) is a function of the Laplacian, first derivatives and differences (for tracking

shock-wave propagation, fluid-structure interactions, etc.). GHORAI et al. (2000) have

based their error-indicator on the difference between the first and second-order

solutions (for Eulerian transport simulations).

In the current study a simple error-indicator was used. Three radii were defined –

Rcon was set to the radius of the cone; Rref was 2 units larger than Rcon and Rcor was

defined as 4 units larger than Rcon (see Fig. 18). The maximum and minimum

allowable edge lengths were also specified. The cells were tagged for refinement if a

cell with large edge lengths was found between Rcon and Rref and cells were tagged for

Figure 17

Doswell’s Frontogenesis Case. Convergence study.
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deletion if a cell with small edge lengths was found outside the circle defined by Rcor.

The refinement cycle was invoked every 15 iterations and the coarsening cycle was

invoked every 150 iterations. The adaptation criteria used in this study is simple, but

has direct relevance to atmospheric modeling. An area of influence, e.g., can be

defined around the puff centers as the adaptation criteria for dispersion modeling

applications.

Figure 19 shows the initial concentration contours, tracer field at an intermediate

stage and after one revolution for the solution-adaptive run. The comparison with

exact solution is shown in Figure 20. The figure shows concentration profiles at y =

75 for x between 25 and 75. Errors and timings for the solution-adaptive run and the

simulation on a globally refined mesh are tabulated in Table 1. The timing was

obtained by using the Linux time command. Calculations were made on a P4 Dell

Laptop running RedHat Linux 7.3. The phase error was defined as follows (ISELIN

et al., 2002):

Figure 18

Solution-adaptation Test. Adaptation criteria.
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errorðphaseÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxexact � xcomputedÞ2 þ ðyexact � ycomputedÞ2

q
ð28Þ

where, xexact and yexact are the coordinates of cell in which the tracer maxima lies for

the exact solution and xcomputed and ycomputed are the coordinates of the cell in which

the maxima lies for the computed solution. The diffusion error was found by

subtracting the computed tracer maxima from the exact value of the tracer maxima

(ISELIN et al., 2002):

errorðdiffusionÞ ¼ maxðqexactÞ �maxðqcomputedÞ: ð29Þ

Figure 19

Solution-adaptation Test. Initial conditions for the adaptive run (top left), solution at an intermediate

stage (top right), at an intermediate stage (bottom left) and after one complete revolution (bottom right).
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The adaptive mesh reproduces comparable results to the globally refined mesh at

reduced computational cost (adaptive run is approximately 4 times faster). A further

reduction in timing may be achieved by code optimization.

e. Noye-Tan Test

In this section the results of the test case for the advection-diffusion equation

proposed by NOYE and TAN (1989) are presented. The test case describes the

diffusion of an initial Gaussian pulse as it is advected along a straight line. In this test

case no source terms are included which simplifies the problem. In the presence of

diffusion, Eq. (4) can be rewritten as:

Figure 20

Solution-adaptation Test. Comparison of the solution-adaptive and globally refined mesh simulations with

exact solution.
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Vcell
dQcell

dt
þ
X
faces

ðF ;GÞ � s ¼
X
faces

ðJÞ � s; ð30Þ

where, J ¼ kr � Qcell and k is the diffusion coefficient. The diffusive flux across the

edge is calculated by finding the gradients on the faces (the edges of each triangle in

the case of a two-dimensional triangular mesh):

J ¼ k
@q
@x

� �
face

nx þ k
@q
@y

� �
face

ny ; ð31Þ

where, nx and ny are the normal unit vectors in x and y direction, respectively. It is

tempting to use an average of cell gradients on either side of the edge, but that can

lead to loss of accuracy and may generate instabilities in the solution (WEISS et al.,

1999). Therefore, a correction term is included in the calculation:

@q
@x

� �
face
¼ @q

@x

� �
ave
� @q
@c

cx; ð32Þ

@q
@y

� �
face
¼ @q

@y

� �
ave
� @q
@c

cy ; ð33Þ

where, c denotes the line segment connecting cell centers on either side of an edge

(line connecting points (xil, yil) and (xir, yir) in Fig. 5) and cx and cy are the normal

unit vectors for the line segment c. The subscript ave denotes the average value on the

cell faces. The correction term is given by:

@q
@c
¼ @q

@x

� �
ave

cx þ
@q
@y

� �
ave

cy �
qil � qir

~c
; ð34Þ

where, qil and qir are the scalar quantities in the cell to the left and the right of the

edge and~c is the length of the line segment connecting the cell centers on either side

of the edge. The average gradient on the cell faces is calculated as follows (the

Table 1

Mesh Parameters for Solution-Adaptive Run

fine adaptive

EL2 0.35297 0.79073

Ephase 0.29900 0.56245

Ediffusion 0.13924 0.16537

real time ~130 min ~35 min

max edge 1.27941 4.93815

min edge 0.21593 0.22007

ncellsinitial 48366 4830

ncellsfinal 48366 7872
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subscripts il and ir denote the cell-centered values in the cells to the left and the right

of the face/edge, respectively):

@q
@x

� �
ave
¼ 0:5

@q
@x

� �
il
þ @q

@x

� �
ir

� �
; ð35Þ

@q
@y

� �
ave
¼ 0:5

@q
@y

� �
il
þ @q

@y

� �
ir

� �
: ð36Þ

The computational domain was bounded within [0, 2] · [0, 2]. The mesh was defined

in terms of boundary edges (100 edges on each side of the computational domain).

The resulting mesh consisted of 39,386 cells. The analytical solution of the unsteady

advection-diffusion for the Noye-Tan test case is given by:

qðx; y; tÞ ¼ 1

4t þ 1
exp �ðx� ut � xoÞ2

kxð4t þ 1Þ �
ðy � vt � yoÞ2

kyð4t þ 1Þ

" #
; ð37Þ

where, kx = ky = 0.01 are the diffusion coefficients and u= v= 0.8 are the velocities

in the x and y direction, respectively. xo = yo = 0.5 is the center of the initial tracer

distribution. The initial conditions and the Dirichlet boundary conditions can be

obtained from the analytical solution by setting t = 0. The final time of the

simulation is set to 1.25 seconds in NOYE and TAN (1989). Solution-adaptation was

not used in this simulation. The initial conditions and the computed solution at t =

1.25 seconds are shown in Figure 21. A comparison between the exact solution and

the computed solution along the mesh diagonal is shown in Figure 22. The computed

solution matches well with the exact solution in the current study.

6. Conclusions

A higher-order Godunov-type scheme is implemented on unstructured meshes for

atmospheric flow calculations. The method is validated against five different

benchmark cases and the results are encouraging. The scheme is conservative and

exhibits minimal numerical diffusion and dispersion errors. The computational

efficiency is achieved by implementing a solution-adaptation technique (i.e., dynamic

grid adaptation) that provided variable and continuous resolution throughout the

computational domain, with a high mesh resolution only in regions of interest. The

use of unstructured grids in the atmospheric modeling community is relatively new

and more research is needed for the technology to mature for atmospheric

applications.

Figure 21

Noye-Tan Test. Initial conditions (top) and solution at t = 1.25 s (bottom).

c
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