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ABSTRACT

The Operational Multiscale Environment Model with Grid Adaptivity (OMEGA) is a multiscale nonhydrostatic
atmospheric simulation system based on an adaptive unstructured grid. The basic philosophy behind the OMEGA
development has been the creation of an operational tool for real-time aerosol and gas hazard prediction. The
model development has been guided by two basic design considerations in order to meet the operational re-
quirements: 1) the application of an unstructured dynamically adaptive mesh numerical technique to atmospheric
simulation, and 2) the use of embedded atmospheric dispersion algorithms. An important step in proving the
utility and accuracy of OMEGA is the full-scale testing of the model using simulations of real-world atmospheric
events and qualitative as well as quantitative comparisons of the model results with observations. The main
objective of this paper is to provide a comprehensive evaluation of OMEGA against a major dispersion experiment
in operational mode. Therefore, OMEGA was run to create a 72-h forecast for the first release period (23–26
October 1994) of the European Tracer Experiment (ETEX). The predicted meteorological and dispersion fields
were then evaluated against both the atmospheric observations and the ETEX dispersion measurements up to
60 h after the start of the release. In general, the evaluation showed that the OMEGA dispersion results were
in good agreement in the position, shape, and extent of the tracer cloud. However, the model prediction indicated
that there was a limited spreading of the predictions around the measurements with a small tendency to under-
estimate the concentration values.

1. Introduction

During the past two decades there has been growing
concern about estimating the long-range dispersion of
pollutants over mesoscale travel distances between 20
and 2000 km (e.g., Brost et al. 1988; Moran and Pielke
1996). This concern has been motivated by relatively
new environmental problems such as regional-scale
acidic deposition and ozone episodes, the multicountry
radionuclide contamination experienced during the
Chernobyl nuclear disaster, the smoke plumes from the
Kuwaiti oil and gas well fires, and Indonesian biomass
burning. These problems and their consequences are
truly international in scope. As our world increasingly
depends on sophisticated technologies, our ability to
monitor and predict the environmental and health impact
of natural and anthropogenic hazardous phenomena is
becoming ever more important. Therefore, emergency
response systems have been developed and directed
(e.g., Sullivan et al. 1993; Byun and Ching 1999) to
prevent, avoid, or mitigate any impact of the hazardous
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materials to humans, animals, vegetation, or ecosystems.
In general, emergency response can be provided in two
ways: 1) diagnosis of what has happened through mea-
surement of the concentration of hazardous material, and
2) prediction of the concentration of hazardous material.

The Operational Multiscale Environment Model with
Grid Adaptivity (OMEGA) is a multiscale nonhydro-
static atmospheric simulation system with an unstruc-
tured dynamically adaptive grid that permits spatial res-
olutions ranging from 100 down to 1 km (Bacon et al.
2000). The basic philosophy behind the OMEGA de-
velopment has been the creation of an operational tool
for real-time aerosol and gas hazard prediction. The
model development has been guided by two basic design
considerations in order to meet the operational require-
ments: 1) the application of an unstructured dynamically
adaptive mesh numerical technique to atmospheric sim-
ulation, and 2) the use of embedded atmospheric dis-
persion algorithms. In addition, as an operational tool,
OMEGA was constructed using the maximum amount
of automation in model configuration, data ingest, data
quality control, data assimilation, grid generation, mod-
el operation, and postprocessing. The resulting model-
ing system is capable of rapid reconfiguration for op-
eration anywhere in the world, with automatic linkage
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TABLE 1. An overview of OMEGA.

Governing equations 3D fully nonhydrostatic
Grid structure Unstructured triangular prisms
Grid adaptivity Both static and dynamic grid adap-

tation
Coordinate system Rotating Cartesian coordinates
Numeric Finite volume
PBL Treated as viscous sublayer, surface

layer, and transition layer
Turbulence closure 1.5-order turbulent kinetic energy

closure
Cumulus parameteriza-

tion
Modified Kuo and Kain–Fritsch

schemes
Microphysics Extensive bulk-water
Radiation Shortwave absorption by water va-

por and longwave emissivities of
water vapor and carbon dioxide

Lower boundary Based on Monin–Obukhov similari-
ty theory

Upper boundary Rigid, free-slip surface
Lateral boundaries Radiative and large-scale nudging

boundary condition
Initialization Based on 4D data assimilation
Dispersion Lagrangian aerosol dispersion algo-

rithm

to baseline datasets and real-time meteorological data
feeds. An important step in proving the utility and ac-
curacy of OMEGA involves the full-scale testing of the
system using simulations of real-world atmospheric con-
ditions and qualitative as well as quantitative compar-
isons of the model results with observations.

Motivated by the Chernobyl accident, the European
Tracer Experiment (ETEX) was conducted to evaluate
and improve real-time continental-scale forecasting of
meteorological and hazardous material air concentration
fields (Nodop et al. 1998; van Dop et al. 1998). ETEX
represented a large-scale endeavor from many points of
view. Seventeen European countries were involved in
the tracer experiment, with 168 ground-level sampling
locations distributed over their territories in western and
eastern Europe. About 28 organizations participated in
the model evaluation exercise with about 49 models
(e.g., Nasstrom and Pace 1998; Ryall and Maryon 1998;
Langner et al. 1998; Glaab et al. 1998). The model
evaluations and intercomparisons were done in two
phases: a real-time study and a postexperiment study
called the Atmospheric Transport Model Evaluation
Study II (ATMES II; Girardi et al. 1997). During the
real-time phase a perfluorocarbon tracer gas was re-
leased from Monterfil in northwestern France. Partici-
pating modeling groups with access to real-time mete-
orological data then made predictions, in a simulated
emergency response mode, of the concentration of a
tracer gas at the 168 ground-level sampling locations.
In the ATMES II postexperiment study, modeling
groups were asked to make the same predictions using
a common source of meteorological data fields from the
European Centre for Medium-Range Weather Forecasts
(ECMWF), without the time restrictions of the real-time
phase. Two separate ETEX tracer releases and experi-
ment periods were used during the experiment. The first
of these periods (23–26 October 1994) was used for this
study.

This field program provides a unique opportunity for
testing atmospheric long-range transport models against
a controlled large-scale diffusion experiment. The main
objective of this paper is to provide a comprehensive
evaluation of OMEGA against a major dispersion ex-
periment in operational mode. Therefore, OMEGA was
run to create a 72-h forecast for the first release period
(23–26 October 1994) of ETEX. The predicted mete-
orological and dispersion fields were then compared
with the atmospheric observations and the ETEX dis-
persion measurements. The results indicated that
OMEGA, as an operational hazard prediction system,
performed well as compared with the observations.

2. A brief description of OMEGA

The basic features of OMEGA are provided in Table
1 and are discussed in detail by Bacon et al. (2000). A
brief description of OMEGA can also be found in Bacon
et al. (1996), Boybeyi et al. (1996), and Sarma et al.

(1999). OMEGA is a fully nonhydrostatic, three-di-
mensional prognostic model. It is based on an unstruc-
tured dynamically adaptive triangular prism grid that is
referenced to a rotating Cartesian coordinate system.
The model uses a finite-volume flux-based numerical
advection algorithm derived from Smolarkiewicz
(1984). OMEGA also contains a Lagrangian dispersion
algorithm embedded into the model. As part of the real-
time operational requirement, much automation was im-
plemented into the OMEGA system. This resulted in
the creation of a highly automated grid generator, an
automated meteorological and surface data assimilation
system, and a user-friendly X-windows and Motif-based
graphical user interface and graphic postprocessors.

a. The OMEGA grid structure

An important feature of OMEGA is its unstructured
grid. OMEGA is based on a triangular prism compu-
tational mesh that is unstructured in the horizontal di-
mension and structured in the vertical (Fig. 1). The un-
structured grid in the horizontal dimension enables the
model to increase local resolution to better capture to-
pography or the important physical features of atmo-
spheric circulation. The unstructured triangular grid
methodology requires the calculation of the normal to
each face in order to estimate the flux across the face.
Therefore, there is no benefit from orienting the grid in
any particular fashion, so long as the numerical reso-
lution is sufficient to evaluate the critical fluxes. This
leads to a natural separation between the coordinate sys-
tem for the fundamental equation set and the grid struc-
ture. The coordinate system can be as simple as possible
(such as Cartesian) while the grid structure, in this co-
ordinate system, is extremely complex. OMEGA uses
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FIG. 1. The OMEGA grid structure: (a) an OMEGA grid element, and (b) the coordinate system and
vertical alignment of the grid.

a rotating Cartesian coordinate system, but the grid
structure is terrain-following.

Figure 1b shows the rotating Cartesian coordinate
system in which the origin is the center of the earth,
the z axis passes through the North Pole, the x axis
passes through the intersection of the equator and the
prime meridian, and the y axis is orthogonal to both. In
this coordinate frame, the equations of motion are in
their simplest possible form (without going into a non-
rotating frame that would lead to unusual boundary con-
ditions as the surface terrain moved through the grid)
with only two terms that are somewhat nonconventional:
gravity and the Coriolis acceleration. Gravity in this
frame is directed in the radial direction, which implies
that it has components in all three coordinate directions.
The Coriolis force is by definition 22rV 3 V and
likewise has components in all three directions.

b. Physical formulations

OMEGA uses a fully elastic nonhydrostatic equation
set for the atmospheric part of the system. For brevity,
we classify the five mixing ratios for water substances
into three groups: water vapor Qy ; precipitating water
substances Qp (rain or snow); and nonprecipitating water
substances Qn (ice crystals or water droplets). Further-
more, we cast the equations in their conservative form
consistent with the fully elastic mass-conservation equa-
tion. This form is better suited for the upwind advection
schemes that we used, which have significantly less nu-
merical diffusion (important for the finer resolution we
are trying to achieve).

We begin by decomposing the atmospheric pressure
and density into a time-invariant hydrostatic base state
and a perturbation upon that state such that

p(x, y, z, t) 5 p (x, y, z) 1 p9(x, y, z, t), and (1)0

r(x, y, z, t) 5 r (x, y, z) 1 r9(x, y, z, t). (2)0

We then have the following equation set for the con-
servation of mass, momentum, and energy:

]r
1 = · (rV) 5 F ,r]t

]rQy 1 = · (rQ V) 5 rM 1 F ,y y Qy]t

]rQn 1 = · (rQ V) 5 rM 1 F ,n n Qn]t

]rQ ]p
1 = · (rQ V) 5 rM 1 (Q W r) 1 F , andp p p p Qp]t ]z

]rQ ]a 1 = · (rQ V) 5 rM 1 (Q W r) 1 F ,a a a a Qa]t ]t
(3)

where the subscript a refers to aerosols or gases. In Eq.
(3), r represents the dry air density, calculated from the
total density rt as

r 5 r /(1 1 Q ). (4)t y

Therefore,

]r Vt 1 = · (r VV) 5 2=p9 2 (r 2 r )gr̂t t 0]t

2 2r V 3 V 1 F , and (5)t M

]E E
1 = · (EV) 5 (L S ) 1 S 1 F , (6)O j j R h]t c T jp

where E is the energy density.
The terms have been arranged such that the conser-

vative advection terms appear on the left side of each
equation. The source terms on the right side of the mo-
mentum equation include buoyancy and gravitational
effects 2(rt 2 r0)gr̂ (where r̂ is the radial unit vector)
and the Coriolis force (22rV 3 V). Variable F rep-
resents the subgrid-scale turbulence contributions. For
the remaining equations, T is the temperature, Lj and Sj

denote the latent heat and rate of phase conversion of
either vaporization, fusion, or sublimation, and Wp rep-
resents the terminal velocity of each of the precipitating
water substances. Here, Sj depends on the microphysics
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that governs the phase transitions and Wa depends on
the assumed size distribution and mass of the hydro-
meteors. Variables Mn and Mp are the nonprecipitating
and precipitating microphysics source terms, and SR is
the contribution of radiation flux to heating the atmo-
sphere.

The parameterization of turbulence in OMEGA [i.e.,
the forcing terms F in Eqs. (3), (5), and (6)] is accom-
plished using a detailed physical model for the planetary
boundary layer (PBL) with a 2.5-level Mellor and Ya-
mada (1974) closure scheme, which is a 1.5-order tur-
bulent kinetic energy closure scheme. In this PBL
scheme, the revised formulas proposed by Beljaars and
Holtslag (1991) are used for the surface layer. The land
surface module implemented in OMEGA is based on
the scheme proposed by Noilhan and Planton (1989)
and uses worldwide datasets for soil type, land use/land
cover, vegetation index, climatological sea surface tem-
perature, climatological subsurface temperature, and cli-
matological soil moisture.

The OMEGA microphysics package falls under the
category of bulk-water microphysics in which the pro-
duction rates are functions of the total mass density of
each water species (Lin et al. 1983). Although the goal
of OMEGA is to try to explicitly resolve large areas of
convection, there will always be regions that are not
sufficiently resolved. To circumvent this problem a ver-
sion of cumulus parameterization that was originally
proposed by Kuo (1965, 1974) and later modified by
Anthes (1977) is incorporated to account for the effect
of subgrid-scale deep cumulus convection on the local
environment. The radiative source and/or sink term in
the conservation of energy relation [Eq. (6)] is treated
as the temperature change resulting from longwave and
shortwave radiative divergence flux in the vertical di-
rection (Mahrer and Pielke 1977). The method of pa-
rameterizing this vertical flux takes into account the
absorption of shortwave radiation by water vapor and
the longwave energy emitted by water vapor and carbon
dioxide using the computationally efficient technique of
Sasamori (1972).

c. Model initial and boundary conditions

The OMEGA data preprocessor converts a diverse
mixture of real-time atmospheric data into initial and
boundary conditions for an OMEGA simulation. The
OMEGA preprocessor can ingest real-time atmospheric
data from the National Centers for Environmental Pre-
diction (NCEP) and the U.S. Navy Fleet Numerical Me-
teorology and Oceanography Center. The environment
outside the computational domain is derived from the
same larger-scale forecast models. The lateral bound-
aries are open and allow the unimpeded flow of air. To
allow the propagation of acoustic disturbances across
the lateral boundaries, we use a radiative boundary con-
dition with a uniform phase speed. The upper boundary
is a rigid, free-slip surface. Last, the surface boundary

conditions applied in OMEGA are formulated with the
aid of Monin–Obukhov similarity theory.

d. The Atmospheric Dispersion Model

The Atmospheric Dispersion Model (ADM) is em-
bedded within OMEGA. By embedding the dispersion
model, the transport and diffusion algorithms have ac-
cess to the meteorological data at the OMEGA model
spatial and temporal resolution. The potential benefit of
embedded transport has been demonstrated in Zannetti
(1996). The ADM is composed of a Lagrangian dis-
persion algorithm that advects tracers using the
OMEGA-resolved wind field while simultaneously
solving a diffusion model that simulates the effect of
unresolved subgrid-scale turbulence. The Lagrangian
particle model provides a comprehensive injection and
dispersion capability for particles or discrete mass el-
ements. The user can also choose the altitude of release,
the injection time interval, the start and stop time of the
injection, the number of particles (or puff centroids) to
be released, and also whether to initialize multiple re-
lease locations for the particles.

The Lagrangian particle model simulates the disper-
sion of pollutants in the atmosphere by means of a large
ensemble of Lagrangian particles moving at each time
step with pseudovelocities. These pseudovelocities sim-
ulate the effects of the two basic dispersion components:
1) transport due to the mean wind, and 2) diffusion due
to turbulent velocity fluctuations. Subsequent positions
of each particle (x, y, z) representing a discrete element
of pollutant mass are computed from the following:

x(t 1 Dt) 5 x(t) 1 [u(t) 1 u9(t)]Dt, (7)

y(t 1 Dt) 5 y(t) 1 [y (t) 1 y9(t)]Dt, and (8)

z(t 1 Dt) 5 z(t) 1 [w(t) 1 w9(t)]Dt, (9)

where , , and are the OMEGA-predicted mean windu y w
components, and u9, y9, and w9 are the corresponding
subgrid-scale turbulent velocity fluctuations in each of
the three directions.

The subgrid-scale turbulent velocity fluctuations are
derived from a first-order Markov process defined by

2 1/2u9(t) 5 R (Dt)u9(t 2 Dt) 1 [1 2 R (Dt)] s r , (10)u u u u

2 1/2y9(t) 5 R (Dt)y9(t 2 Dt) 1 [1 2 R (Dt)] s r , (11)y y y y

and
2 1/2w9(t) 5 R (Dt)w9(t 2 Dt) 1 [1 2 R (Dt)] s rw w w w

2]sw1 [1 2 R (Dt)]T , (12)w Lw ]z

where Ru, Ry , and Rw are autocorrelation coefficients
for lag time Dt and are assumed to be exponential and
ru, ry , and rw are random numbers with zero mean and
unit standard deviation (e.g., see Yamada and Bunker
1988; Uliasz 1990; Boybeyi et al. 1995). The Lagrang-
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ian turbulent statistics such as the standard deviations
of velocity components (su, sy , sw) and Lagrangian
integral timescales ( ) are calculated similaru y wT , T , TL L L

to Uliasz (1990).
A ‘‘kernel’’ density estimator is then used to calculate

concentration values. Since each particle represents a
center of a puff, various functional forms may be as-
sumed to express the concentration distribution in the
puff. One of the simplest ways is to assume a Gaussian
distribution where the spatial extent grows with time
(Lorimer 1986; Yamada and Bunker 1988). The con-
centration level at a given time and space (at a receptor
location) is determined as the sum of the concentrations
each puff contributes:

N 2m 1 (X 2 x)p kC(x, y, z) 5 exp 2O3/2 25 6[ ](2p) s s s 2sk51 xk yk zk xk

2(Y 2 y)k3 exp 2
25 6[ ]2syk

2 2(Z 2 z) (Z 1 z)k k3 exp 2 1 exp 2 ,
2 25 6[ ] [ ]2s 2szk zk

(13)

where Xk, Yk, and Zk are center coordinates of the kth
puff. The spatial extents of the Gaussian distribution
sxk, syk, and szk are estimated based on Taylor’s ho-
mogeneous diffusion theory (Taylor 1921; Uliasz 1990;
Yamada and Bunker 1988).

3. An overview of ETEX

Observations of mesoscale atmospheric dispersion
formed the foundation of most of our current under-
standing of this phenomenon and provided the impetus
for many theoretical and numerical studies. However,
relatively few mesoscale atmospheric dispersion obser-
vations exist as compared with the large number of ob-
servations of short-range dispersion experiments [e.g.,
Solent experiment in Emberlin (1981); Oxnard Plain
experiment in Lamb et al. (1978); Atmospheric Studies
in Complex Terrain ’84 in Clements et al. (1989)]. The
majority of the mesoscale experiments have been carried
out in the last two decades, reflecting both the recent
development of suitable tracers and analysis techniques
and a heightened interest of various research groups and
funding agencies in mesoscale atmospheric dispersion.
Among the major mesoscale atmospheric dispersion ex-
periments are the Great Plains Experiment (Ferber et al.
1981), the Atlantic Coast Unique Regional Atmospheric
Tracer Experiment (Heffter et al. 1984), the Cross-Ap-
palachian Tracer Experiment (Ferber et al. 1986), and
the Across North America Tracer Experiment (Draxler
and Heffter 1989).

A significant mesoscale atmospheric dispersion ex-
ercise in recent years was the European Tracer Exper-

iment (Nodop et al. 1998; van Dop et al. 1998; Graziani
et al. 1998). A cloud of an inert tracer (a perfluorocar-
bon) was released from a point source located in north-
western France. The participants in the exercise were
informed of the exact time, location, release character-
istics, and other local data only after it occurred. The
forecast of the plume evolution for 60 h over the width
of Europe was reported by each participant as soon as
possible thereafter, utilizing the meteorological infor-
mation available to them. The participants updated their
forecast in real time as new meteorological information
became available to them over the 60-h period. The
forecast of surface concentrations was subsequently
compared with measured concentrations at 168 ground-
level sampling locations across Europe. The ETEX ex-
periment contained two separate tracer release periods.
The first period took place on 23–26 October 1994 (Gir-
ardi et al. 1997). The exercise was repeated approxi-
mately one month later on 13–16 November 1994 for
a second tracer release. In this study, the first ETEX
release period is simulated by OMEGA.

a. Meteorological situation during the first release

A preliminary meteorological statistical study re-
vealed that the most suitable weather situation for a
successful experiment (i.e., the highest number of
ground sampling stations and the majority of European
countries hit by the tracer plume), relatively easy to
forecast and most likely to occur, was one with westerly
flows over central Europe. Figure 2 shows the surface
pressure maps for the European continent on 23–26 Oc-
tober 1994 as analyzed by ECMWF. Prior to the begin-
ning of the time window for the experiment, a high
pressure cell extended over central Europe, thereby
causing an easterly to southeasterly flow in this area.
During that period, there was also an upper-air ridge of
high pressure, blocking the approach of oceanic frontal
systems. With an easterly movement of the high pressure
system, a cold front finally passed the release site on
the morning of Saturday, 22 October. After this frontal
passage, a period with rather strong westerly winds was
advecting an unstable air mass over Europe.

The synoptic situation on 0000 UTC 23 October
showed that a deep low pressure system (with a central
pressure value of about 975 mb) was located east of
Scotland. This low pressure system was slowly moving
northward and maintaining a strong southwesterly flow
over most of Europe. The cold front associated with this
low pressure system was also progressing toward east,
advecting unstable air with showers, and some were
accompanied by thunder and squall lines east of the
release site. By 0000 UTC 24 October, France and west-
ern Europe remained in a westerly perturbed flow. There
was still an unstable flow over the area of interest. The
wind in the area of interest was decreasing because of
the northerly movement of the surface low over the
North Sea. The cold front was moving eastward, car-
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FIG. 2. The synoptic situation during the first ETEX release period of 23–26 Oct 1994 over the European continent as analyzed by the
ECMWF (from Graziani et al. 1998).

TABLE 2. Release characteristics of the first ETEX exercise.

Release location Monterfil (488039300N,
28009300W)

Release height 8 m above ground level
Release start time 1600 UTC 23 Oct 1994
Release duration 12 h
Tracer Perfluoro-methyl-cyclo-hex-

ane
Tracer properties Inert, nondepositing, nonwa-

ter-soluble
Quantity of PMCH released 340 kg
Source strength 7.95 g s21

Exit temperature 848C
Exit velocity 45 m s21

rying showers to Germany with weakened instability.
By 0000 UTC 25 October, the cold front moved farther
eastward. Weak convection was still developing along
the cold front, giving rise to thunderstorms and showers
over eastern Europe. By 0000 UTC 26 October, the deep
low pressure system was still located over the North
Sea and Scotland (with a central pressure value of about

990 mb), and hence still maintaining the strong south-
westerly flow over Europe.

The above meteorological conditions indicated that
the weather during the release was characterized by a
rather strong west to southwesterly flow, which could
advect the tracer in the correct direction (i.e., the ma-
jority of European countries hit by the tracer plume).
No frontal system was foreseen to pass over the release
site shortly before, during, or after the release. During
the exercise days (23–26 October 1994), the general
circulation over Europe was very slowly changing.
Therefore, the overall weather conditions were very
suitable for a successful experiment.

b. Source, sampling network, and data during the
first ETEX release period

The first ETEX exercise took place on 23 October
1994, and its release characteristics are summarized in
Table 2. The release site was located approximately 35
km west of Rennes, at Monterfil, in Brittany, France,
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FIG. 3. (top) Locations of the 168 concentration-sampling stations,
and (bottom) the release site labeled ‘‘SOURCE’’ and six sampling
stations selected for the time analysis later in this section.

90 m above sea level (Fig. 3). The tracer was perfluoro-
methyl-cyclo-hexane (PMCH), which is a suitable tracer
substance for experiments over long distances. PMCH
is a nontoxic, nondepositing, nonwater-soluble, inert
and environmentally safe tracer. The tracer release start-
ed on 1600 UTC 23 October and ended on 0350 UTC
24 October. During these nearly 12 h, a total of 340 kg
of PMCH was emitted into the atmosphere resulting in
an average release rate of 7.95 g s21. The airstream (67
m3 h21) at the top of the release chimney (8 m above
ground) had an average temperature of 848C and a ve-
locity of about 45 m s21. The mass released and the
release rate were chosen so that the expected concen-
tration values, even at the most distant sampler, would
be high enough relative to normal background levels to
ensure successful chemical analysis. At the same time,
these rates were low enough to maintain global back-
ground levels as low as possible and to minimize the
cost of the release.

The ground-level sampling locations consisted of 168
sites throughout Europe east of the release site (Fig. 3).
At these sites, automated sequential air samplers sam-
pled air every 3 h for a total of 72 h. The stations closer
to the source started sampling 3 h before the release
started, and the most distant stations delayed the start

of sampling such that they only finished 90 h after the
release start. Background values were measured before,
during, and after the experiment at many stations. Av-
erage background was then subtracted from the mea-
sured values at all the stations. The measurements in-
dicated that a level of 0.01 ng m23 could be used
as lower limit in the statistical comparison with model
results.

The evolution of the measured surface concentration
at 24, 36, 48, and 60 h after the start of the release, as
determined by the ETEX organizers (Graziani et al.
1998), is presented in Fig. 4. The reconstruction of the
cloud positions and shapes from the measurements re-
vealed that even the relatively uncomplicated meteo-
rological conditions of westerly winds (frequently oc-
curing in Europe) produced an unexpected cloud be-
havior at 24 h. After 24 h, the tracer cloud, as derived
from a spatial interpolation of the measured data, moved
in a easterly to northeasterly direction and split into two
parts. The splitting may be due to a real effect (hence
the lack of observation at one critical station) or due to
some observation error. To date, the cause of splitting
has not been well understood. The cloud center traveled
substantially and was close to the border between Bel-
gium and Germany; some Dutch territory was also in-
volved. After 36 h, the cloud position confirmed that
the tracer mostly left France. The peak was now in
Germany and there were no indications of any splitting
of the tracer cloud into two or more parts, with the
exception of a nonzero measurement in Romania.

Later (after 48 h), the cloud position elongated from
the previous W–E direction to the S–N direction cov-
ering a wide area over various countries (Germany, Den-
mark, Czech Republic, Slovak Republic, Hungary, Ro-
mania, and Poland). By this hour, sites in Norway and
Sweden also started to detect the tracer arrival. Finally,
after 60 h, the cloud elongation continued stretching the
tracer cloud over the North Sea between Denmark and
Norway. By this hour, the higher contour lines show the
presence of two peak regions.

Overall, the surface concentration measurements in-
dicated that the measured concentration values of tracer
were well above 1.5 ng m23 at many stations close to
the release site. The highest concentration value was
measured as 12.75 ng m23 at Rennes, 30 km away from
the release site. As the tracer cloud moved to central
Europe later in time, tracer concentration values ranging
from 0.12 to 0.75 ng m23 were detected, and these val-
ues lasted for a long period of time. Farther downwind,
in Bulgaria, more than 2000 km away from the release
site, the measured concentration values were about 0.03
ng m23 above the background value.

4. OMEGA model parameters

The OMEGA model for this case was run for a 72-h
forecast period starting on 1200 UTC 23 October. The
tracer release started on 1600 UTC 23 October and con-
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FIG. 4. Contours of 3-h average air concentration measured at sampling sites for periods ending at 24, 36, 48, and
60 h after the start of the release (respectively, 1200–1500 UTC 25 Oct; 0000–0300 UTC 25 Oct; 1200–1500 UTC
25 Oct; and 0000–0300 UTC 26 Oct). Contour levels are 0.01 (yellow), 0.10 (orange), and 0.50 (red) ng m23 (from
Graziani et al. 1998).

FIG. 5. OMEGA simulation domain and grid configuration. Note
that the OMEGA grid was statically adapted to underlying terrain
features (not shown in this figure) and land–water boundaries.

tinued for 12 h. It was assumed that the tracer was
neutrally buoyant. The computational domain and the
static grid configuration (the grid does not change during
the integration) used in the simulation are shown in Fig.
5. The simulation domain covered most of the European
continent. A horizontal grid resolution ranging from 40

to 100 km was used in the simulation with about 4000
grid cells. The OMEGA model used 31 vertical grid
levels for the simulation, with a vertical resolution rang-
ing from 15 m near the ground to 1 km at the top of
the domain. The top of the simulation domain was set
to 15 km.

The OMEGA model was initialized using Medium-
Range Forecast model (MRF) gridded data from NCEP.
The conventional surface observational data and rawin-
sonde observational data were used to complete the
analysis of the initial conditions. The environment out-
side the computational domains was also derived from
the same gridded forecast data fields (not from MRF
analysis fields). Boundary conditions at 12-h intervals
were based on these large-scale gridded forecast fields,
and linear interpolation was used to determine boundary
values at intermediate times.

An important feature of the OMEGA model is its
worldwide datasets. The OMEGA model has eight ma-
jor worldwide databases for terrain elevation, land/water
distribution, soil type, land use/land cover, climatolog-
ical vegetation index, climatological sea surface tem-
perature, climatological subsurface temperature, and cli-
matological soil moisture. In this simulation, OMEGA
used its global terrain elevation and land/water datasets
at 5-arc min (10 km) and 30-arc s (1 km). The other
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FIG. 6. (left) OMEGA-predicted and (right) MRF-analysis (top) 500-mb and (bottom) surface flow field (vectors are scaled such that the
reference wind vector is equal to 20 m s21 at 500 mb and 10 m s21 for the surface level). In addition, the mean sea level pressure (presented
at 1-mb interval) at 0000 UTC 26 Oct 1994 and the corresponding MRF analysis are shown. Note that the OMEGA-predicted wind vectors
are interpolated on a regularly spaced grid for clarity of the figure.

characteristics were obtained from different sources. For
example, a 18 global soil-type database (12 types), cre-
ated from the Global Ecosystems Database (Webb et al.
1992), was used in this simulation. Similarly, 19 land-
cover categories from the Biosphere–Atmosphere Trans-
fer Scheme with a 30-arc s (1 km) resolution were used
for land use/land cover data. Last, sea surface temper-
ature, ground temperature, and soil moisture informa-
tion were specified from the initial conditions.

5. Discussion of results

In this section, we will evaluate the OMEGA-pre-
dicted meteorological and dispersion fields against me-
teorological and dispersion observations both qualita-
tively and quantitatively. The following section will dis-
cuss the comparisons between the predicted and ob-
served nature of the state of the atmosphere and
associated dispersion characteristics.

a. Meteorological behavior

In order to understand the dispersion of atmospheric
pollutants over mesoscale travel times and distances, it
is first necessary to understand the behavior of atmo-
spheric flows on these scales. We start with the synoptic
dynamical processes, associated with the 3-day period
of the first ETEX release. The synoptic-scale analysis
began with an examination of the standard 500-mb and
near-surface flow fields. Figure 6 depicts the OMEGA-
predicted flow field superimposed on the mean sea level
pressure field and the corresponding MRF analysis fields
interpolated on the OMEGA grid for the 500-mb and
near-surface levels at 0000 UTC 26 October 1994 (60
h into the forecast). Because the large-scale synoptic
pattern did not change considerably during the experi-
mental period, only the 60-h comparison will be dis-
cussed here for brevity. For clarity, the OMEGA-pre-
dicted wind vectors shown in Fig. 6 have been inter-
polated onto a regularly spaced grid.

The MRF analyses (Fig. 6, right panels) indicate that
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FIG. 7. The locations of the (top) roughly 75 rawinsonde and
(bottom) roughly 1200 surface observational sites.

the weather during the experiment was dominated by a
deep low pressure system centered north of Scotland.
This prevailing large-scale synoptic pattern was nearly
steady and driving a southwesterly flow over most of
Europe during the period of the tracer experiment. This
low pressure system and the cold front associated with
it progressed very slowly northward during the simu-
lation and set a complex cyclonic circulation over the
North Sea and Scotland. This cyclonic circulation had
a central pressure of about 991 mb (bottom right) by
this time.

The OMEGA model predicted the location and
strength of the cyclonic circulation with a reasonable
accuracy as compared with the data analysis. The OME-
GA model had the low with a central pressure of about
992 mb, with the 1-mb discrepancy possibly due to
differences in sea level pressure reduction. Another dis-
crepancy between the simulation results and the obser-
vations was that the OMEGA results show stronger ter-
rain features, particularly near the surface. Although the
large-scale synoptic pattern did not change considerably
during the experimental period, ETEX was still an in-
herently complex case because of its large domain with
complicated topography and long sampling period. As
a result, flow perturbations induced by terrain-forced

mesoscale circulations perhaps played a significant role
in the dispersion of the tracer cloud.

During the experiment, meteorological information
on the state of the atmosphere was also collected, vital
for the comparison of the measurements and modeled
fields. The meteorological database contains both sur-
face and rawinsonde observations collected from the
time of the tracer release and 3 days ahead. The locations
of surface observational (about 1200 locations) and ra-
winsonde observational sites (75 locations) are dis-
played in Fig. 7. The data collected from all these sites
were first used to complete the analysis of the initial
conditions and then were used to compare quantitatively
with the corresponding OMEGA predicted fields.

1) SURFACE OBSERVATION COMPARISON

To compare surface observational data with the output
of OMEGA, a postprocessor was developed that locates
the observational points on the OMEGA grid and out-
puts OMEGA-predicted fields at the closest OMEGA
grid point to these locations. These fields were then
compared with the actual observations, and the error
statistics were calculated without performing data qual-
ity control on the observations. In other words, the sur-
face observations were used as they were reported. The
statistics produced were mean error, mean-absolute er-
ror, and root-mean-square error, which are defined as
follows:

1
Mean Error (ME) 5 ( f 2 f ),O P ON

1
Mean-Absolute Error (MAE) 5 |( f 2 f )|,O P ON

and

1
2Root-Mean-Square Error (rmse) 5 ( f 2 f ) ,O P O!N

(14)

where N is the total number of observations, f is the
meteorological variable (temperature, wind speed, or
wind direction) on which the statistics are calculated,
and the suffixes P and O refer to its predicted and ob-
served values, respectively. The ME provides a measure
of the bias in the prediction of the variable; the MAE
measures the average deviation of the prediction from
the observations; and rmse estimates a kind of gener-
alized standard deviation.

Table 3 shows the calculated error statistics for sur-
face air temperature, wind speed, and wind direction.
The error statistics were generated at the initial time (0
h) and at 24-, 48-, and 72-h forecast times for compar-
ison of errors in initial fields against errors in forecast
fields. For example, surface temperature statistics gen-
erally indicate less than 0.5-K temperature bias, less
than 2.5-K MAE, and less than 3.0-K rmse. Surface
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TABLE 3. Surface error statistics. Note that 0 h is the OMEGA
model initial field, and 24, 48, 72 h are the OMEGA model forecast
fields. (About 1200 surface stations presented in Fig. 7 are processed
to generate each of these statistics.)

Parameter
Forecast
time (h)

No. of
obs ME MAE Rmse

Temperature (K) 0
24
48
72

1151
1234
1233
1240

20.01
20.24
20.30

0.28

2.33
2.13
2.17
2.11

3.05
2.86
2.88
2.73

Wind speed (m s21) 0
24
48
72

1061
1140
1136
1162

0.26
20.34
20.47
20.57

2.34
1.67
1.87
1.92

2.98
2.23
2.48
2.54

Wind direction (8) 0
24
48
72

1061
1140
1136
1162

211.72
1.82
3.76
4.27

35.02
32.78
34.81
31.80

49.19
47.60
46.94
44.92

TABLE 4. Upper-air error statistics. Note that 0 h is the OMEGA model initial field, and 24, 48, 72 h are the OMEGA model forecast
fields. (About 75 rawinsonde stations presented in Fig. 7 are processed to generate each of these statistics.)

Temperature

Pressure
level

Average No.
points

ME (K)

0 h 24 h 48 h 72 h

Rmse (K)

0 h 24 h 48 h 72 h

,100 mb
,350 mb
,500 mb
,850 mb

573
499
391
123

0.00
20.03
20.02

0.00

0.58
0.50
0.29
0.12

0.70
0.51
0.40
0.30

1.44
1.27
0.88
0.65

1.38
1.40
1.51
2.27

1.52
1.50
1.34
1.52

1.65
1.51
1.49
1.81

2.43
2.22
1.73
2.10

Wind speed

Pressure
level

Average
No. points

ME (m s21)

0 h 24 h 48 h 72 h

Rmse (m s21)

0 h 24 h 48 h 72 h

,100 mb
,350 mb
,500 mb
,850 mb

344
289
228

94

21.33
21.12
21.01
21.24

20.61
20.02

0.10
0.12

21.26
21.00
20.84
20.70

21.64
21.47
21.55
21.17

4.67
4.33
4.14
3.68

4.96
3.37
2.71
2.43

4.51
3.96
3.48
3.34

5.79
5.02
4.02
3.10

Wind direction

Pressure
level

Average
No. points

ME (8)

0 h 24 h 48 h 72 h

Rmse (8)

0 h 24 h 48 h 72 h

,100 mb
,350 mb
,500 mb
,850 mb

344
289
228

94

21.40
22.04
22.58
22.40

4.99
6.39
6.86

12.89

5.47
5.43
6.28

12.66

8.02
9.42

10.01
15.42

28.11
29.73
32.69
46.39

27.14
27.01
28.01
35.55

27.61
28.50
29.52
37.19

28.02
29.83
32.62
41.36

wind speed shows less than 0.5 m s21 bias, less than 2
m s21 MAE, and less than 3 m s21 rmse. Surface wind
direction shows less than 58 bias, about 358 MAE, and
about 458 rmse. One important feature of these statistical
results is that the OMEGA model forecast shows rela-
tively stable behavior with a small degradation during
the simulation at all times. In fact, many of the errors
come from the initial field. For example, MAE and rmse
for all three variables (temperature, wind speed, and
wind direction) are about the same as forecast errors.

The surface forecast error statistics may also be at-
tributed to several other factors. First, the inclusion of
all surface data in the statistics, even data that were
rejected by the quality control system during the anal-

ysis, leads to a higher rmse than would have occurred
if only data accepted by the quality control system were
used. Second, there will be differences between the ac-
tual observation height and the computed height. For
example, the OMEGA model used the lower-cell pa-
rameters without correction. This effective parameter
height is 15 m for scalars and 30 m for momentum.
Third, the differences may be due to the subgrid vari-
ability present in the real-world. The observed data were
affected by local structures and terrain features; with a
horizontal grid resolution in excess of 40 km, these local
features could not be modeled accurately.

2) RAWINSONDE OBSERVATION COMPARISON

The rawinsonde observations were also compared
with the output of OMEGA. Over 500 soundings were
processed to generate statistics for ME, MAE, and rmse
as a function of forecast time and altitude level. Table
4 presents the results of this analysis where all levels
below the indicated level are accumulated to produce
the reported statistic. This table shows that there is a
noticeable growth in the temperature and wind direction
biases over 72 h and some growth in the rmse for tem-
perature, but that the other values stay relatively con-
stant. A somewhat different analysis demonstrated that
88% of the predicted upper-air temperatures are within
2.5 K of the observed value and 99% are within 5.0 K.
The same analysis indicated that the predicted upper-
air wind speed is within 2.5 m s21 of the observed value
50% of the time and within 5 m s21 81% of the time,
and the predicted upper-air wind direction is within 158
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FIG. 8. Contours of 3-h average predicted surface concentration superimposed on the contours of measured concen-
tration presented in Fig. 4 for periods ending at 24, 36, 48, and 60 h after the start of the release. The predicted contour
levels are 0.01 (cyan), 0.10 (magenta), and 0.50 (blue) ng m23.

and 308 of the observed value 60% and 84% of the time,
respectively. In all of these analyses, the input data were
used as is, without performing any quality control to
remove easily identifiable bad data; this results in a floor
on the rmse.

Overall, the above meteorological results indicated
that the OMEGA model predicted the meteorological
conditions during the first ETEX exercise reasonably
well for 72 h. Since the embedded ADM uses the
OMEGA-predicted meteorological fields (such as mean
wind components and atmospheric turbulence infor-
mation) at the OMEGA model’s spatial and temporal
resolution, the ADM model predicted dispersion char-
acteristics of the tracer cloud will be determined by the
OMEGA-predicted meteorological fields.

b. Dispersion

In this section, the predicted dispersion characteristics
from the ADM model are compared with the ETEX
measurements. Figure 8 presents the predicted 3-h av-
erage concentration contours superimposed on the mea-
sured 3-h average concentration contours (obtained
from Fig. 4) at 24, 36, 48, and 60 h after the start of
the release. The contour levels (isolines) presented in
the figure are 0.01, 0.1, and 0.50 ng m23. It is important
to note that the measured concentration contours in Fig.
8 were produced using measured data from the sampling

sites, whereas the concentration contours superimposed
were produced using model-calculated data on the mod-
el receptor locations. Therefore, the contours shown
may not be representative of the concentration pattern
in regions poorly sampled by the sampling-site network
shown in Fig. 3. Perhaps, this is at least partially re-
sponsible for the gap in the measured contours over
France (Fig. 4). It can be seen from Fig. 8 that the
OMEGA results tracked the ETEX release well even
after traveling about 2000 km downwind distance. Dif-
ferences, however, in duration time and concentration
values, particularly 48 h after the start of the release,
can be seen from Fig. 8. For example, the model gen-
erally overpredicts the concentration maxima areas (cf.,
0.50 ng m23 contour level in Figs. 4 and 8). The model-
predicted tracer cloud is also faster than the measured
tracer cloud especially 60 h after the start of the release.

One interesting aspect of this simulation is the change
in low-level transport direction after 48 h. At 24 h, the
tracer cloud is predicted in France and over German
sites. Note that the tracer release ended on 0400 UTC
24 October so that the leading edge of the tracer cloud
is now located over Germany while the trailing edge of
the tracer cloud is located in France. At 36 h, the cloud
position indicates that the trailing edge of the tracer
cloud has mainly left the French territory. The peak is
now in Germany. At 48 h, the tracer cloud covers a
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FIG. 9. FMS analysis for 0.01 (solid) and 0.10 (dotted) ng m23

concentration levels.

broader area over various countries. By this time, cloud
position rotates from the previous W–E direction to the
S–N direction because of the convergence line in the
low-level wind field at the border between Germany and
Poland. Speed and directional wind shear clearly cause
alongwind elongation of the tracer cloud. At 60 h, the
cloud elongation continued farther, and its predicted
centerline lies east of the measured cloud centerline.

Measured and OMEGA-predicted 3-h average tracer
concentrations were also used in statistical analyses to
evaluate the performance of OMEGA. Three types of
analyses were generated: global analysis, space analysis,
and time analysis. Global analysis considers all the con-
centration values at any time and location. For this anal-
ysis the distribution of the values is important as well
as the overall tendency to underestimate or overestimate
the measured values, with a quantification of the ab-
solute deviation. Space analysis considers the concen-
trations at a fixed time all over the domain. This analysis
is useful to detect space shifting between predictions
and calculations. Time analysis considers the concen-
trations at a fixed location for the duration of the epi-
sode. This analysis can give insight on discrepancies
between measured values and calculations that may
arise from time shifting. When dealing with measured
and calculated values, an important issue however, is
the measured concentration values. The same filtering
technique used during ETEX is also applied in this study
for global, space, and time analysis in the case of mea-
sured concentration equal to zero. The measured and
predicted pairs (Mi, Pi) considered are those showing a
nonzero measured concentration Mi or having a zero
value of Mi but occurring in each station not earlier than
two time intervals (6 h) before the arrival of the cloud
and not later than two time intervals after the departure
of the cloud. Also all the pairs with either lost mea-
surement or missing prediction are excluded from the
statistical analysis.

1) SPACE ANALYSIS

In order to examine further the similarities and dif-
ferences between the predicted and measured ground-
level concentration contours, the figure of merit in space
(FMS) is calculated at a fixed time for a fixed concen-
tration level (0.10 and 0.01 ng m23). The FMS is an
effective space analysis index for describing the model
performance over the simulation domain at a fixed time
(Mosca et al. 1998a,b). It quantifies the fraction of the
measured and predicted concentration contour areas that
overlap. In other words, the FMS can be seen as a sta-
tistical coefficient of the space analysis. The FMS is
defined as the ratio between the intersection of the mea-
sured (AM) and predicted (AP) areas above a significant
concentration level and their union:

A ù AM PFMS 5 . (15)
A < AM P

Thus, the more the model and the measured clouds over-
lap, the greater the FMS values are. In other words, a
high value of the FMS corresponds to good model per-
formance, and a low value of the FMS corresponds to
poor model performance.

Figure 9 shows the FMS analysis every 6 h for a total
of 60 h after the start of the release for 0.10 ng m23

(middle contour level in Figs. 4 and 8) and 0.01 ng m23

(outer contour level in Figs. 4 and 8) concentration lev-
els. The FMS values for the 0.10 ng m23 concentration
level ranges from about 30% to 75% with an average
value of 55%, while the FMS values for 0.01 ng m3

concentration levels ranges from 50% to 70% (after a
6-h value of 20%) with an average value of 58%. The
variability in the FMS for the 0.10 ng m23 level is due
primarily to differences in the predicted area. After the
first 12 h, the area of the 0.01 ng m23 contour is within
20% of the measured value; the area of the 0.10 ng m23

contour, however, is greatly affected by the splitting of
the cloud (cf. Fig. 4). Later, the FMS values for both
the concentration levels show better values.

2) GLOBAL ANALYSIS

Quantitative global analysis is also important for eval-
uating the congruence between the measured and pre-
dicted cloud characteristics. The global analysis consists
of several scatter diagrams and statistical indices for the
measured and the predicted concentration pairs. Scatter
diagrams are produced for all concentration pairs, peak
concentration pairs, time of arrival, time of peak con-
centration, and duration time of the cloud. Global sta-
tistical indices are produced for the percentage of the
predicted values with a factor of 2 (FA2) and 5 (FA5)
of the measured values; factor of exceedance (FOEX),
an indicator of under- or overestimation; bias, as an
indicator of under- or overestimation; normalized mean
square error (NMSE) as an indicator of deviation of
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FIG. 10. Scatterplot of global analysis between measured (Mi) and
predicted (Pi) for all concentration pairs, and peak concentration val-
ues for all the concentration sampling stations. The locations of these
stations are displayed in Fig. 3.

predictions from measurements; and the Pearson cor-
relation coefficient (Pcorr; cf. Mosca et al. 1998a,b).

Figure 10 shows the scatter diagrams for all measured
(Mi) versus predicted (Pi) concentration pairs and for
peak concentration pairs. In these scatter diagrams, the
pairs are plotted on a logarithmic scale; thus, in the
graph the zeros considered are raised to 0.01 ng m23,
representing the lower limit of reliability of the mea-
suring instrument. In these diagrams, FA2 and FA5 val-
ues are also calculated for the concentration pairs. The
concentration pairs are scattered with both unmatched
and matched concentration values. We find that FA2 is

39% and FA5 is 55% for concentration pairs. A number
of low-value pairs on only one axis are also seen in Fig.
10; this implies that either the measured or the predicted
concentration has near zero value while the other has
nonzero value. This may indicate that either the mea-
sured or predicted cloud is considerably narrower than
the other. In this case, ‘‘narrower’’ refers partly to the
temporal extent and partly to the spatial extent. That is,
the predicted cloud’s transit time across the sampling
station was shorter and earlier than the observed cloud’s
transit time, resulting in many concentration pairs in
which the predicted cloud station concentration was
nearly zero while the observed cloud station concen-
tration was greater than nearly zero. In fact, these very
low concentration values cause both the FA2 and FA5
values to be decreased. The predicted peak concentra-
tion values show better agreement with the measured
values, with 41% of the predicted peak concentration
values within a factor of 2 of the measured concentration
values and 76% within a factor of 5.

Figure 11 shows the scatter diagrams for the predicted
and measured time of arrival, the time of peak concen-
tration, and the duration time of the cloud. In general,
the predicted time of arrival of the tracer cloud at all
sampling sites shows better agreement than the transit
time (duration), which was generally two periods too
short. For example, the time of arrival and the time of
peak concentration are within 3 h (one period) 73% of
the time, whereas the duration of the cloud is within 6
h (two periods) 76% of the time.

The global analysis also consist of the calculation of
FOEX, bias, NMSE, and Pcorr. Suppose that N pairs (Mi,
Pi) are plotted in a scatter diagram (cf. Fig. 10). In this
diagram, it is possible to evaluate the degree of over-
or underprediction. If N is the number of overpre-(Pi.Mi)

dictions, or the number of pairs where Pi . Mi, FOEX
is then defined as

N(P .M )i iFOEX 5 2 0.5 3 100, (16)[ ]N

where FOEX ranges between 250% and 150%. A
FOEX equal to 250% means that all the points are
below the 458 y 5 x line (i.e., all the values are un-
derpredicted) while a FOEX equal to 150% means that
all the points are above the y 5 x line (i.e., all the values
are overpredicted). The best value is 0%, meaning that
the number of underpredictions equals the number of
overpredictions.

The bias is defined as the average difference between
paired predictions and measurements:

1
B 5 (P 2 M ), (17)O i iN i

where N is the number of pairs (Mi, Pi). It can be pos-
itive or negative and, by depending on its sign, it is an
estimation of the general overprediction or underpred-
iction of the model with respect to the measurements.
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FIG. 11. Scatterplot of time of arrival, time of peak concentration,
and duration for all the concentration sampling stations shown in
Fig. 3.

Contrary to the FOEX, the bias does not give any in-
formation about the number of events of over- or un-
derprediction; it averages the residuals of any couple
(Mi, Pi). Thus, a positive value of bias, if alone, can be
interpreted in different ways. It might mean that the
model overpredicts of a quantity equal to the bias in
each point or that it overpredicts in some points and, to
a lesser extent, underpredicts in others. Therefore, the
classification of an overpredicting (underpredicting)
model should be based not only on one coefficient but
after an evaluation of several coefficients (e.g., bias,
FOEX).

The NMSE is an estimator of the overall deviations
between the predicted and measured values. It is de-
fined as

21 (P 2 M )i iNMSE 5 , (18)O
N P Mi

where 5 (1/N) Si Pi and 5 (1/N) Si Mi. ContraryP M
to the bias, in the NMSE, the squares of the differences
are summed instead of the differences themselves. For
this reason, the NMSE generally shows the most striking
contrast among models. If a model has a very low
NMSE, then it is performing well in both space and
time. This index gives always positive values, hence it
furnishes information on the degree of deviations and
not on the partition between over- or underestimations.

The Pcorr, also called linear correlation coefficient, is
given by the formula

(lnM 2 lnM )(lnP 2 lnP )O i i
iP 5 , (19)corr

2 2(lnM 2 lnM ) (lnP 2 lnP )O Oi i!! i i

where 5 (1/N) Si lnPi and 5 (1/N) S i lnMi.lnP lnM
Its value ranges between 21 and 11. A value of 11,
the so-called complete positive correlation, corresponds
to all the pairs (Mi, Pi) lying on a straight line with
positive slope in the scatter diagram. The complete neg-
ative correlation corresponds to all the pairs on a straight
line with negative slope, and it has a value of 21. A
value of the Pearson’s correlation coefficient near to zero
indicates the absence of correlation between the vari-
ables. Note that the correlation coefficient is computed
on the logarithm of the concentrations because of the
wide range of data.

Table 5 summarizes the values of the calculated global
statistical measures along with the 12-h FMS values
relative to 0.10 ng m23 (presented as dashed line in Fig.
9). The second and third columns in Table 5 show the
best and the worst values of the 49 models that partic-
ipated in the first ETEX release simulation, and the
fourth column shows the OMEGA model values. The
fifth column compares the OMEGA model performance
for all these statistical measures with the performance
of the other 49 models. The ranking numbers for OME-
GA performance are estimated from the same ranking
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TABLE 5. Comparison of OMEGA performance with the 49 models
that participated in the first ETEX release simulation (see Mosca et
al. 1998a,b).

Metric

ETEX

Best Worst

OMEGA

Value Rank

FA2 (%)
FA5 (%)
FOEX (%)
Bias (ng m23)
NMSE (ng m23)
Pcorr

12-h FMS (%)
24-h FMS (%)
36-h FMS (%)
48-h FMS (%)
60-h FMS (%)

42
57
0
0.00
4.00
0.71

50
62
70
73
59

11
25

242
1.70

2644.3
0.04
0
3
0
2
0

39
55

211
0.06
6.95
0.58

28
54
65
70
39

4th
2nd

12th
7th
8th

11th
9th
3rd
4th
2nd

12th

FIG. 12. Time series at stations B04 and F16 in (left) the closest arc, at stations D25 and D36 in (middle) the middle arc, and at stations
DK03 and D14 in (right) the farthest arc. The solid line is the measured concentration value; the dashed line is the OMEGA/ADM-predicted
concentration value. The locations of these stations are presented in Fig. 3.

procedure used during ETEX. In this procedure, statis-
tical indexes of equal values were given the same rank.
Note that the statistical values of the other (49) models
are reported in Mosca et al. (1998a,b). We must mention
here that OMEGA was one of the original 49 models
that participated in the first release of the ETEX sim-
ulation. At that time (1994), OMEGA was in its very
early development stage (OMEGA version 1.0). OME-
GA has undergone considerable improvement since
then; the results presented in this paper, obtained using
OMEGA version 5, are evidence of that improvement.

In general, the OMEGA model results indicate that
there are 39% predictions within a factor of 2 around
the measurements, and there are 55% predictions within
a factor of 5 around the measurements. A FOEX value
of 211% indicates that the predictions are nearly equal-
ly distributed above and below the measurements with
a small tendency to underestimate the concentration val-
ues. However, the bias has a value of 0.06, indicating
a slight tendency of the model to overestimate the con-
centration values. This discrepancy indicates that
OMEGA gives more underpredicted than overpredicted
events, but that the overestimations are higher than un-
derestimations. The NMSE has a values of 6.95 ng m23.
This relatively small value indicates that there is a lim-
ited spreading of the predictions around the measure-
ments. The Pcorr has a value of 0.58, indicating a rather
good correlation between the measurements and pre-
dictions. The 12-h FMS values for 0.10 ng m23 range
from 28% to 71% for the five examined times, with
maximum values in the central times.

3) TIME ANALYSIS

Time analysis of the individual stations is also an
important element of evaluating the congruence between
the measured and predicted temporal trends of the cloud.
Figure 12 presents the time history of the predicted and
measured concentrations at six selected sampling sta-
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tions. These six sampling stations, whose locations are
shown in Fig. 3, were selected on three approximate
arcs at different distances from the source. The closest
arc is located at a distance of approximately 800 km
from the source and includes stations B04 and F16. The
second arc, including stations D25 and D36, is at a
distance of about 1200 km from the source. The third
arc includes stations D14 and DK03 and is located at a
distance of about 1800 km from the source.

The figure of merit in time (FMT) was also calculated
at these fixed locations ( ), for a time series of data.x
The FMT (Mosca et al. 1998a,b) is defined as:

min[M(x, t ), P(x, t )]O i i
iFMT(x ) 5 , (20)

max[M(x, t ), P(x, t )]O i i
i

where M denotes measured concentration values, and P
denotes predicted concentration values. The FMT values
can be seen as a statistical coefficient of the time anal-
ysis. Analogous to the FMS, the FMT evaluates at a
given location the overlap concentration histograms nor-
malized to the time series of the maximum measured
or predicted concentration at each time interval. Note
that a temporal shift of the time series can significantly
reduce the FMT, even if the predicted duration and con-
centration values are in good agreement with the mea-
surement. Also, a difference between predicted and
measured values can give a small FMT, even if time of
arrival and duration are correctly predicted. The FMT
values for the selected six stations range from 48% to
72%.

6. Conclusions

In this study, the OMEGA model was evaluated
against the first ETEX experiment by simulating both
the weather and the long-range dispersion of inert tracer
gas. The OMEGA model was operated in a forecast
mode, using only data that were available at the begin-
ning of the simulation period. The OMEGA-predicted
meteorological and dispersion fields were compared
with the meteorological and dispersion observations
both qualitatively and quantitatively. The comparison
of the OMEGA results with the ETEX measurements
shows good agreement in both the meteorological and
the dispersion forecasts.

In general, the OMEGA dispersion results indicated
a good agreement in the position, shape, and extension
of the tracer cloud. However, differences occurred in
cloud shape and duration time, particularly 48 h after
the start of the release. The model quantitative com-
parison with the measurements indicated a good cor-
relation between the measurements and predictions with
a limited spreading of the predictions around the mea-
surements. There were 39% of predictions within a fac-
tor of 2 around the measurements, while there were 55%
of predictions within a factor of 5 around the measure-

ments. The predictions were nearly equally distributed
above and below the measurements, with a small ten-
dency to underestimate the concentration values. How-
ever, the model results also indicated a slight positive
bias (tendency of the model to overestimation of the
concentration values). This discrepancy indicated that
OMEGA predicted more underpredicted than overpre-
dicted events, but that the overestimations are higher
than underestimations.
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